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    A comparative study of cubic Heusler alloys Ni2MnX (X = Al, Ga, In) was performed to explain the differences 
in material properties using a first-principles electronic structure calculation of quasi-particle self-consistent GW 
(QSGW) method. The obtained electronic structures indicate a similar density of states (DOS) of Ni 3d eg orbitals on 
the Fermi level for all the studied materials, implying a promotion to a band Jahn-Teller (BJT) distortion. The 
generalized susceptibility analysis suggests some instability of the cubic high symmetry phase and indicates, that the 
Ga containing material is the one which is the most pronounced to 10M modulation due to this instability. Taking the 
advantage of accurate first-principles electronic structure calculations performed by QSGW, the U parameters of 
Hubbard correction on Mn and Ni atoms were determined using the density functional theory (DFT) approach with 
generalized gradient approximation (GGA), so that the local and total QSGW magnetic moments are reproduced. 
 
KKeeyywwoorrddss:: martensite transformation, Heusler alloys, magnetic shape memory, generalized susceptibility, QSGW, 
Fermi surface 

  
 

11..  IInnttrroodduuccttiioonn  
    

  Since discovery of magnetic shape memory (MSM) 
effect in Ni–Mn–Ga1), ferromagnetic Heusler alloys have 
been considered as the most promising MSM material. 
The MSM effect consists of two separate phenomena: the 
magnetically induced martensite transformation (MIM), 
and the magnetically induced reorientation of martensite 
(MIR) occuring when the magneto-stress is large enough 
to overcome the twinning stress2). The MSM effect 
belongs to so-called multi-ferroic phenomena since 
ferromagnetism and ferroelasticity are coupled in MIR 
due to the magnetocrystalline anisotropy, resulting in a 
great interest in MSM.  
  The MSM effect was reported in ferromagnetic, 

antiferromagnetic and even in paramagnetic materials. 
Thus, ferromagnetism is not always necessary for the 
MSM effect (details are, for example, in the review 
paper3)). Furthermore, the iron-based alloys of Fe–Pd 
and Fe–Pt also exhibit the MSM effect4). Nevertheless, 
Ni–Mn–Ga based alloys are still the most promising 
magnetic shape memory materials. Countless 
experimental and theoretical studies have been 
performed to explain this giant MSM effect in Ni–Mn–Ga, 
including other possible contributing mechanisms, such 
as the influence of exact composition and doping. The 
substitution of Ga atoms with chemically similar atoms, 
e.g. Al or In, has also been studied as these materials are 

promising candidates for the MSM effect. To some extent, 
Ni–Mn–Al and Ni–Mn–In indicated an MSM effect in 
specific situations, e.g., after annealing of the samples. In 
this work, electronic structures of three Heusler alloys, 
Ni2MnX with X = Al, Ga, In, are theoretically 
investigated using a state-of-the-art approach of first-
principles calculation. A quasi-particle self-consistent 
GW (QSGW) method5) is applied to explain differences 
among the material properties, since a more proper and 
precise description of electron localization effects is 
required compared to the description included in the 
standard density functional theory (DFT) calculations6). 
Using QSGW, the cubic phase of Ni2MnGa indicates a 
modulation vector coinciding with the experimental one, 
suggesting a formation of the experimentally observed 
modulated phase7). This discovery is a breakthrough in 
the history of theoretical studies for Ni–Mn–Ga systems. 
Thus, the magnetic metallic materials should be 
theoretically reinvestigated based on such advanced 
levels of electronic structure calculations. This work aims 
to provide one of these contributions. 
  The high-temperature structure of Ni–Mn–Ga is an 
L21 Heusler structure (space group no. 225 Fm3�m). With 
the decreasing temperature, a phase transition to 
martensite occurs, resulting in several martensite phases 
with different structures. Non-modulated martensite 
(NM) with the L10 structure was considered the ground 
state of Ni–Mn–Ga2). Additionally, several modulated 
phases exist with either commensurate or 
incommensurate modulation: six-layered (6M) 
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premartensite8), five-layered (10M; stacking sequence 
(32)2) modulation9), and seven-layered (14M; stacking 
sequence (52)2) modulation9). The modulation wave 
vector evolves with temperature10) and also under 
mechanical stress11). Further, DFT calculations predicted 
an orthorhombic four-layered structure (4O) to be the 
most stable modulated structure12), but the 4O has never 
been observed experimentally for Ni–Mn–Ga. Recently, 
the GGA+U method, which includes additional Hubbard 
U corrections to DFT GGA calculation, provided a 
reasonable agreement between the calculations and the 
experimental observations that 10M is the ground state 
of Ni–Mn–Ga6). The MSM effect is observed only for 
samples containing 10M and 14M phases, implying the 
importance of modulated phases (and of the modulation 
at all) for the MSM effect to occur. Magnetically induced 
stress in Ni–Mn–Ga can reach up to 11% for 14M and 6% 
for 10M3). 
  Ni–Mn–Al alloys crystallize in three main structures: 
a high-temperature partially-ordered cubic B2 structure 
(CsCl–type), a fully-ordered cubic L21 structure, and a 
low-symmetry L10 tetragonal structure. (One can refer to 
the descriptions, e.g., in the articles13),14).) The positions 
of Mn and Al atoms are interchangeable in the B2 
structure, resulting in complicated exchange interactions. 
The ordering temperature of B2 to L21 transition is 
relatively low in Ni–Mn–Al compared to Ni–Mn–Ga. The 
specific composition of these phases in a sample of 
austenite significantly influences the magnetic 
properties of Ni–Mn–Al15). The B2 structure is 
antiferromagnetic, but the L21 structure is ferromagnetic. 
The crystal structure of Ni–Mn–Al depends on the 
composition and the history of heat treatment of the 
samples. For instance, the quenched samples show the 
B2 structure, while the slowly cooled ones include a 
mixture of the L21 and the B2 structures16). The L10 
martensite phase appears in the low-Al and low-Mn 
content alloys17) and has never been observed for 
stoichiometric Ni2MnAl, as also confirmed by first-
principles calculations15),18)-20). Furthermore, the 
modulated martensite structures (such as 10M, 12M with 
the stacking sequence 5232, and 14M) can be created in 
alloys with low-Al and high–Mn content (a phase 
diagram shown in13)). Reversible deformation in Ni–Mn–
Al reaches from 0.4% to 0.7% with 1000 thermal cycles14). 
However, this deformation is significantly lower 
compared to the deformations observed in Ni–Mn–Ga, 
reaching 6% for 10M and 11% for 14M modulations. 
  Ni–Mn–In austenite crystallizes in a fully-ordered L21 
structure with ferromagnetic ordering21). The 
stoichiometric composition, whose Curie temperature is 
314 K 22), does not indicate a martensite transformation 
at low temperatures, as Ni2MnAl19),23). However, the 
martensite transformation occurs in off-stoichiometric 
compositions of low-In and high-Mn24),25). The magnetic 
properties of Ni–Mn–In are similar to those in Ni–Mn–
Ga26): Curie temperatures, occurrences of 
ferromagnetism and paramagnetism in the phase 

diagram along the non-stoichiometric composition. The 
similarity is further apparent with the effect of 
substituting Mn atoms with Ni for X = In and X = Ga21),27). 
The NM occurred for a significantly off-stoichiometric 
composition of Ni0.50Mn0.45In0.0525). Additionally, 10M, 
14M, and 4O modulated structures have been reported in 
low-In and high-Mn samples24),25). The 4O was in 
coexistence with other martensite phases for the 
Ni0.50Mn0.35In0.15 sample24). The influence of the 
compound composition on the tetragonal distortion was 
shown by Liu et al.28). The increase of Mn atoms and 
decrease of In atoms concentrations result in different 
dependence of the c/a ratio on the total energy stabilizing 
either the modulated or the non-modulated martensite. 
  The formation of modulated phases in Ni–Mn–Ga for a 
specific composition range begins with the creation of 
premartensite associated with a phonon softening of a 
transversal acoustic TA2 mode in [110] direction, with the 
wave vector qq = 2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 [𝜉𝜉𝜉𝜉𝜉𝜉𝜉𝜉0], 𝜉𝜉𝜉𝜉 = 0.3329). The generalized 
susceptibility 𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪)  can give insight into the phonon 
softening that indicates the instability of austenite. First, 
the generalized susceptibility of Ni2MnGa was studied by 
Velikokhatnyi and Naumov30) using DFT with local spin-
density approximation (LDA), resulting in an 
observation of the nesting wave vector parameter 𝜉𝜉𝜉𝜉  ≈ 
0.42. The authors concluded that the formation of the 
10M phase is preferable rather than the premartensite. 
However, the quantitative value of 𝜉𝜉𝜉𝜉  was not 
definitively related to the formation of 10M or 
premartensite. Later, Lee et al.31) studied the generalized 
susceptibility with the Stoner approximation to include 
temperature dependence by changing the magnetization, 
revealing the Fermi surface nesting vector dependence 
on the magnetization. Using GGA instead of LDA 
resulted in better agreement between experimental and 
theoretical results23),32). To further decrease the 
differences, the Hubbard U parameter was added to the 
DFT calculations, as performed by Zelený et al. 6). As a 
result, they obtained an appropriate sequence of the total 
energies among the martensite phases in concern with 
the experimental results. Bagutlin et al.33) used the 
strongly constrained and appropriately normed (SCAN) 
meta-GGA functional (hereafter refer as SCAN) 
containing the self-interaction corrections (SIC). Using 
this approach and SCAN–U (negative U approach), the 
authors performed a parametric study along the measure 
of SIC in both the Fermi surface nesting vector, and the 
magnetic moment. For a full SIC configuration (SCAN–
U with U = 0), they reported the nesting wave vectors, 𝜉𝜉𝜉𝜉1 
= 0.23 and 𝜉𝜉𝜉𝜉2  = 0.78 (see Fig. 4. in Ref.33)), with a 
relatively large magnetic moment Mtot = 4.73 𝜇𝜇𝜇𝜇𝐵𝐵𝐵𝐵/f. u. . 
The authors suggest that the SCAN functional behaves 
as a GGA+U approach with U ≈ 2 eV, resulting in 
modifications of the Fermi surface. Recently, the QSGW 
method was applied for the electronic structure 
calculations of Ni2MnGa to evaluate the disagreement 
with the published DFT results, indicating that the two 
Fermi surface nesting vectors are 𝜉𝜉𝜉𝜉1  = 0.20 and 𝜉𝜉𝜉𝜉2  = 
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0.78, respectively7). The authors claimed that, for the 
first time, the former 𝜉𝜉𝜉𝜉1 obtained by QSGW corresponds 
well corresponds to the experimentally observed 
modulation of the martensite phase for the stoichiometric 
composition of Ni2MnGa (10M). QSGW total magnetic 
moment was increased compared to experimental 
measurements, specifically Mtot = 4.74 𝜇𝜇𝜇𝜇B/f. u. . 
Interestingly, these values of 𝜉𝜉𝜉𝜉1, 𝜉𝜉𝜉𝜉2 and Mtot are similar 
to those obtained by the SCAN33). Recently, the Hubbard 
parameter U for Ni atoms was applied and investigated, 
resulting in a conclusion that UNi, such as 3–5 eV, 
provides a set of material properties comparable to 
experimental results, including the magnetic moments 
and others, for both the austenite and NM martensite in 
Ni2MnGa34). 
  The electronic structures obtained by the QSGW 
method for the following Heusler alloys, Ni2MnX (X = Al, 
Ga, In), are reported in this work. Further, the GGA+U 
method with a new approach for choosing the U 
parameters was applied to provide similar results as 
QSGW. The electronic instabilities of these materials 
were investigated caused by the Fermi surface nesting 
using the generalized susceptibility. Subsequently, other 
electronic structure properties were analyzed and 
compared with experimental observations and other 
theoretical methods. In conclusion, the profile of 
generalized susceptibility for X = Ga was the sharpest 
among the three studied materials. 

  
22..  MMeetthhooddss  aanndd  ccoommppuuttaattiioonnaall  ddeettaaiillss 

  
Electronic structures and their properties were 

investigated employing the quasi-particle self-consistent 
GW method5),35)-37). For comparison, we also have used 
conventional methods of density functional theory with 
generalized gradient approximation38) and with 
additional Hubbard U corrections39). All of these methods 
were implemented in the ecalj package40), which utilizes 
an all-electron mixed basis. This package has contributed 
to providing a lot of achievements on magnetic metal, as 
described in the Introduction. The eigenvalues and 
eigenfunctions {𝜖𝜖𝜖𝜖𝑖𝑖𝑖𝑖, 𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖(𝐫𝐫𝐫𝐫)}, where 𝑖𝑖𝑖𝑖 is a combined index of 
band index 𝑛𝑛𝑛𝑛, spin index 𝜎𝜎𝜎𝜎, and kk-point: 𝑖𝑖𝑖𝑖 = (𝑛𝑛𝑛𝑛𝜎𝜎𝜎𝜎𝐤𝐤𝐤𝐤), are 
obtained from the following one-particle Hamiltonian: 
 
  [−ħ2/[2𝑚𝑚𝑚𝑚]∇2 + 𝑉𝑉𝑉𝑉ext + 𝑉𝑉𝑉𝑉H + 𝑉𝑉𝑉𝑉XC]|𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖⟩ = ϵ𝑖𝑖𝑖𝑖|𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖⟩,  (1) 
 
where 𝑉𝑉𝑉𝑉ext , 𝑉𝑉𝑉𝑉H  and 𝑉𝑉𝑉𝑉XC  are nuclei, Hartree, and 
exchange-correlation potentials, respectively. Once an 
appropriate 𝑉𝑉𝑉𝑉XC  is obtained, the eigenvalues and 
eigenfunctions may be determined in a self-consistent 
loop procedure (DFT loop), as in a usual DFT calculation. 
In the QSGW method, another self-consistent loop (GW 
loop) is employed to determine 𝑉𝑉𝑉𝑉XC; 
 
  𝑉𝑉𝑉𝑉XC = 1/2 Σ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖|𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖⟩{Re[Σ(ϵ𝑖𝑖𝑖𝑖)]𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + Re[Σ(ϵ𝑖𝑖𝑖𝑖)]𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖}⟨𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖|,  (2) 
 
where Re and Σ(ϵi) represents the Hermitian part and the 
self-energy, respectively. The latter Σ(ϵi) is determined by 
GW approximation: Σ = iGW (this i means the imaginary 

unit), where G and W are the Green’s function made of 
eigenvalues and eigenfunctions, and the screened 
Coulomb interaction, respectively. The latter is 
determined using the random phase approximation: 
𝑊𝑊𝑊𝑊 = (1 − 𝑣𝑣𝑣𝑣Π)−1𝑣𝑣𝑣𝑣, where the polarization function (Π) and 
the bare Coulomb interaction ( 𝑣𝑣𝑣𝑣 ). After new 𝑉𝑉𝑉𝑉XC  is 
determined from the GW loop, new {𝜖𝜖𝜖𝜖𝑖𝑖𝑖𝑖, 𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖(𝐫𝐫𝐫𝐫)}  can be 
obtained from the DFT loop. These loops were repeated 
until the convergence condition was satisfied: the change 
of quasi-particle energy eigenvalues is less than 1 meV 
for all of the orbitals, spin, and k-points 𝑖𝑖𝑖𝑖 = (𝑛𝑛𝑛𝑛𝜎𝜎𝜎𝜎𝐤𝐤𝐤𝐤). 
  The advantage of QSGW is to provide a better mean-
field potential based on the GW self-energy, as suggested 
in Eq. (2), compared to DFT (LDA or GGA). Such QSGW 
potential typically gives not only the contribution of 
correcting band gaps and effective mass for 
semiconductors, but also the contribution like Hubbard 
U. These improvements are consequences of two types of 
contributions sought to the originals of off-site and on-
site in the screened Coulomb interaction41). As a result, 
the energy position of d-orbitals with the anion level is 
modified according to the on-site effect, and the band 
width narrows due to the off-site one. 
  All the studied systems in this work are full-Heusler 
intermetallic compounds with a general formula X2YZ 
and its Strukturbericht designation of full-Heusler 
structure is L21 with symmetry of a cubic space group 
Fm 3� m (No. 225). The L21 structure and the 
corresponding 1st. Brillouin zone (BZ) is shown in Fig. 1. 
The lattice constants used in the theoretical calculations 
are experimentally measured ones for the stoichiometric 
intermetallic compounds Ni2MnX (X = Al, Ga, In), as 
listed in Table 1. We note that, since the QSGW currently 
does not allow us to access the total internal energy, we 
cannot determine the equilibrium lattice constant as the 
minimum of total internal energy. 
  Electronic susceptibility is sometimes used for a 
response to atomic displacements. The properties of such 
susceptibility originate from both the matrix elements of 
electron-phonon interaction (EPI) and Fermi surface 
nesting (FSN) in the materials. They contribute to a set 
of long range atomic forces so that one discusses 
modulation at the occurrence of structural phase 
transition. Details of theoretical procedure can be 
referred to a standard approach44). Although the matrix 
elements of EPI can contribute to a discussion of material 
properties, the present work has been focused on the 
behaviors of FSN as a first step to investigate a 
possibility of phase transition to occur. When neglecting 
the wave vector dependence in the EPI, the intrinsic part 
of susceptibility (generalized susceptibility) is presented 
as 
 

  𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪) = 1
𝑁𝑁𝑁𝑁𝐤𝐤𝐤𝐤
∑

𝑓𝑓𝑓𝑓�𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛𝐤𝐤𝐤𝐤+𝐪𝐪𝐪𝐪
𝜎𝜎𝜎𝜎 �−𝑓𝑓𝑓𝑓�𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛′𝐤𝐤𝐤𝐤

𝜎𝜎𝜎𝜎 �

𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛′𝐤𝐤𝐤𝐤
𝜎𝜎𝜎𝜎 −𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛𝐤𝐤𝐤𝐤+𝐪𝐪𝐪𝐪

𝜎𝜎𝜎𝜎𝑛𝑛𝑛𝑛,𝑛𝑛𝑛𝑛′,𝒌𝒌𝒌𝒌,𝜎𝜎𝜎𝜎 ,  (3) 
 

where 𝑁𝑁𝑁𝑁𝐤𝐤𝐤𝐤 is the number of kk-points in the 1st BZ and 𝜖𝜖𝜖𝜖n𝐤𝐤𝐤𝐤𝜎𝜎𝜎𝜎  
and 𝑓𝑓𝑓𝑓(𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛𝐤𝐤𝐤𝐤𝜎𝜎𝜎𝜎 )  are the eigenvalue and Fermi-Dirac 
distribution function, respectively, for the states (𝑛𝑛𝑛𝑛𝜎𝜎𝜎𝜎𝐤𝐤𝐤𝐤). 
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TTaabbllee  11 Lattice constants of the full-Heusler L21 
structures for Ni2MnX (X = Al, Ga, In) used in the 

calculations. 

 

  This 𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪) has a large value when the condition of FSN 
is satisfied: one of the levels 𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛′𝐤𝐤𝐤𝐤

𝜎𝜎𝜎𝜎  and 𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛𝐤𝐤𝐤𝐤+𝐪𝐪𝐪𝐪𝜎𝜎𝜎𝜎  is  
exclusively occupied giving 𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛′𝐤𝐤𝐤𝐤

𝜎𝜎𝜎𝜎  ∼ 𝜖𝜖𝜖𝜖𝑛𝑛𝑛𝑛𝐤𝐤𝐤𝐤+𝐪𝐪𝐪𝐪𝜎𝜎𝜎𝜎 . The system 
instability may occur with the fluctuating modulation 
specified by wave vector 𝐪𝐪𝐪𝐪 if the value of 𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪) is large 
for this wave vector 𝐪𝐪𝐪𝐪. The analysis of the rigid band 
model can be applied to the investigation of 𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪)7). In 
this work, we focused on the investigation with total 
magnetic moment changes. This is because the previous 
work found that the tracing of magnetic moment 
(magnetic rigid band model) may efficiently reproduces a 
picture of modulation properties to the chemical 
composition between Mn and Ga elements. Such a 
reproduction of the chemical composition corresponds to 
the increase of Mn composition (Ni2Mn1+xGa1−x) and 
contributes to the increase of magnetization rather than 
a simple increase in the number of electrons. These 
pictures of electron occupation are consistent with the 
results of the previous supercell calculation45) for some 
extent of composition, where the ferromagnetic state is 
favorable.  
  In the present work, 𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪)  is calculated at the grid 
points of 192×192×192 in the cubic Brillouin zone. In the 
GGA calculations, Perdew-Burke-Ernzerhof38) (PBE) 
exchange and correlation functional is utilized with the 
grid points of 16×16×16 for the DFT loop. For the GW 
loop, the grid points of 8×8×8 are employed for the self-
energy calculation.  
  In addition to the investigations by QSGW, this work 
employed a novel approach for GGA+U. To improve the 
description of d-states at the transition metals, Hubbard 
correction U can be applied in DFT calculations. In the 

previous works on Ni2MnGa34),46), such correction on Ni 
as well as on Mn atoms was already suggested as one of 
the ways to improve the theoretical description by the 
GGA+U method. Using such an approach, an agreement 
or disagreement of results can be discussed based on 
comparing the calculated quantities with those obtained 
by GGA or QSGW methods. As a new approach, the U 
parameters are fitted for each compound in this work so 
that the calculated atomic and total magnetic moments 
are in accordance with the QSGW values.  

 
33..  RReessuullttss  

  
33..11  MMaaggnneettiicc  mmoommeennttss  
  The total and atomic magnetic moments of QSGW tend 
to be increased compared to those of GGA in 
ferromagnetic systems47). As shown in Fig. 2 and Table 2, 
all these values of QSGW become larger by about 16% 
than the corresponding GGA values at the total moment. 
On atomic moments, although the Mn atomic moment 
increased by only a few %, the Ni atomic moment became 
much larger by about 65%. These tendencies were similar 
to those described in the previous work by the SCAN for 
Ni2MnGa33). The total magnetic moment of QSGW has a 
value almost the same as that of the SCAN (4.726 
𝜇𝜇𝜇𝜇B/f. u. ). Note that the latter was obtained at the 
theoretical equilibrium lattice constant shorter by 1.7% 
than the presently-used experimental one. 
  Unfortunately, QSGW magnetic moments are 
significantly larger compared to the experimental values. 
In speculation to the theoretical viewpoints on the first-
principles, further advanced methods should provide 
magnetic moments closer to the experimental value. 
Including spin fluctuations into the random phase 
approximation used in QSGW may partially solve this 
issue48). 
  Among the three materials of X = Al, Ga and In, the X 
= In case has relatively large magnetic moments, 
especially the Mn atomic moments are increased by 0.3 
𝜇𝜇𝜇𝜇B. Comparing the other two materials, i.e., X = Al and 
Ga, the magnetic moments are slightly suppressed for X 
= Ga. This tendency is observed for GGA, as shown in 

  Ni2MnAl Ni2MnGa  Ni2MnIn  
lattice constant [Å] 5.882a 5.825b 6.078c 
a Ref.42), b Ref.43), c Ref.21)  

FFiigg..  11  (a) Conventional and primitive (grey) cells of FCC lattice for studied compounds and (b) Brillouin zone of FCC 
lattice with symmetry points and paths. 

(b) (a) 
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Table 2. The Mn component of the wavefunction may be 
relatively delocalized, according to the discussion of 
electron localization. 
  The magnetic moments of GGA are almost similar to 
those in the previous works with GGA19),21),33). For 
example, the total moments of GGA are comparable to 

the published values: 4.07, 4.23, and 4.20 𝜇𝜇𝜇𝜇B for X = Al19), 
Ga19), and In21), respectively. The magnetic moments 
slightly deviate depending on the selected method of 
electronic structure calculation and the details of  
computational settings. The discussions related to the  
results of GGA+U will appear in the later subsections.  
  
33..22  EEffffeeccttiivvee  UU  ppaarraammeetteerrss  
the GGA+U successfully reproduce those obtained by 
QSGW. For all studied compounds, the U on Mn atom 
(UMn) is significantly smaller than the recommended 
value of 1.8 eV which provided the total energy sequence 
among the several martensites of Ni2MnGa consistent 
with the experimental observations6). The U on Ni atom 
(UNi) tends to be large because the Ni atomic magnetic 
moment of QSGW becomes enlarged by about two-thirds 
compared to the GGA value. The fitted results are in the 
following: UMn = 0.1 eV and UNi = 4.75 eV for Ni2MnGa, 
UMn = 0.5 eV and UNi = 5.0 eV for Ni2MnIn. For Ni2MnAl, 
the three sets of Us provided the similar results: UMn = 0, 
0.1, 0.2 eV with UNi = 4.5, 4.5, 4.25 eV, respectively. The 
initial guess was done based on the previously published 
works by Zelený et al.6) and Janovec et al.34). The total 
and local magnetic moment dependence on the choice of 
Hubbard U parameters on Ni and Mn atoms is in Fig. 3. 
The UMn has effect only on Mn atoms, but UNi increases 
the local magnetic moments on both Mn and Ni atoms for 
all studied materials. 
   As described before, the obtained parameter UMn is 
smaller than those typically presented in the previous 
works of the tetragonal system6), while the UNi is 
relatively larger. This fact means that there is a 

 Method, UMn [eV], UNi [eV] Magnetic moments [𝜇𝜇𝜇𝜇B] 
  Ni Mn X Total 

Ni2MnAl GGA 0.397 3.467 -0.058 4.203 
 QSGW 0.649 3.604 -0.045 4.857 
 GGA+U, UMn : 0, UNi : 4.5 0.657 3.591 -0.059 4.846 
 GGA+U, UMn : 0.1, UNi : 4.5 0.652 3.611 -0.060 4.855 
 GGA+U, UMn : 0.2, UNi : 4.25 0.637 3.627 -0.061 4.840 
 experimenta    4.19 
Ni2MnGa GGA 0.365 3.429 -0.047 4.112 
 QSGW 0.605 3.558 -0.035 4.733 
 GGA+U, UMn : 0.1, UNi : 4.75 0.602 3.586 -0.045 4.745 
 experimentb    4.17 
Ni2MnIn GGA 0.345 3.657 -0.045 4.302 
 QSGW 0.577 3.884 -0.035 5.003 
 GGA+U, UMn : 0.5, UNi : 5.0 0.577 3.889 -0.047 4.996 
 experimentc    4.29 
a Ref.42), b Ref.43), c Ref.21) 
 

TTaabbllee  22 Total magnetic moments [𝜇𝜇𝜇𝜇B/f. u.] and atomic magnetic moments [𝜇𝜇𝜇𝜇B/atom] in Ni2MnX (X = Al, Ga, In), 
calculated with GGA, QSGW, and GGA+U approaches. Experimental values are included for comparison. 

FFiigg..  22 Magnetic moments of studied systems Ni2MnX (X 
= Al, Ga, In) calculated by QSGW (full lines) and GGA 
(broken lines), where red, yellow, green, and blue lines 
are the total, Mn atomic, Ni atomic, and X atomic 
magnetic moments, respectively. 
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difference between Mn and Ni atoms on the realistic 
electron localization effect in the GGA approach. We will 
discuss the electronic structures obtained for GGA+U in 
the later subsection 4.1.  
 
33..33  TToottaall  ddeennssiittyy  ooff  ssttaatteess  
  The total density of states (DOS) is presented for the 
three studied cases: X = Al, Ga and In, in Fig. 4. The 
exchange splitting observed between the majority and 
minority spin states is larger in QSGW compared with 
GGA, as reflected in an enhancement of total magnetic 
moment. In QSGW, the DOS’s peak, which may relate to 
a band Jahn-Teller (BJT) effect, is located just at the 
Fermi level, while in the GGA case, the peak is shifted by 
0.2 eV below the Fermi level. This discrepancy is a 
consequence of the GGA drawbacks removed in the 
advanced method. The peak of the BJT effect has a 
component of Ni eg orbitals. This component may split 
into occupied and unoccupied levels in the martensite 
phases of local tetragonal symmetry. Since UMn and UNi 
are obtained in the new way, the GGA+U approach 
reproduced the total and atomic magnetic moments of 
QSGW, as shown in Table 2, implying that the exchange 
splitting of the total DOS is similar between the QSGW 

and GGA+U. In the total DOS of GGA+U, the energy 
position of BJT’s peak coincides with that of QSGW. As 
shown in Fig. 4, however, the large body of occupied DOS 
is lowered in energy by about 1 eV, compared with those 
of GGA or QSGW. Further analysis of this behavior in 
the case of GGA+U follows in the later subsection 4.1. 
 
33..44  PPaarrttiiaall  ddeennssiittyy  ooff  ssttaatteess 
  Figure 5 shows the projected components of the Mn 
and Ni d-orbitals. The eg and t2g components of the 
occupied (majority spin) states are clearly separated on 
the Mn atom, while these kinds of separation are 
negligible for the unoccupied (minority spin) state. On 
the Mn atom, the exchange splitting between the two 
parts for t2g extends to 3 ∼ 3.5 eV. On the Ni atom, the 
exchange splitting is significantly less dispersive than on 
Mn. Further, the separation between eg and t2g is more 
apparent, especially for the minority spin state. One of 
the separated peaks lies just on the Fermi level and 
mainly consists of the eg component, confirming the 
descriptions at Fig. 4 (see the previous subsection).  
  Comparing these PDOSs with those of GGA (top and 
bottom frames in Fig. 5), though the trend of PDOS is 
similar, the width of each peak shape becomes narrower 

FFiigg..  33 Dependence of total and local magnetic moments on the choice of Hubbard U parameters on Mn and Ni atoms 
for studied compounds Ni2MnX (X = Al, Ga, In). The horizontal black lines correspond to the total and local magnetic 
moments obtained by the QSGW method. Filled circles indicate total magnetic moment, squares local magnetic 
moment on Mn atoms, crosses local magnetic moment on Ni atoms, and empty circles local magnetic moments on X 
atoms (Al, Ga, In).  
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for the QSGW method, as a consequence of the electron 
localization effect in the d-orbitals. Moreover, the 
position of the BJT peak and the width of exchange 
splitting decreases for all the three materials in the case 
of GGA. However, these slight differences observed in the   
PDOS might not provide insight into the different 
experimental behavior among the three studied 
materials.  
 
33..55  BBaanndd  ddiissppeerrssiioonn  ccuurrvveess 
   As shown in Fig. 6, for Ni2MnAl and Ni2MnGa, two 
minority spin bands cross the Fermi level: in the case of 
Ni2MnIn, there are three such bands. The differences 
among Ni2MnX (X = Al, Ga, In) at Γ point are also 
apparent: The energy levels corresponding to the Mn 3d-
orbitals states (minority spin t2g on the Fermi level in 
Ni2MnGa) are shifted above the Fermi level for Ni2MnIn 
compared to the Ni2MnGa, causing the increase of 
magnetic moment on the Mn atom for Ni2MnIn (see the 
figures of magnetic moments and DOS given in Fig. 2 and 
5).  
 In Fig. 6, at the Fermi level, the band width is 

approximately 0.2 ∼ 0.3 eV along a Γ point to another Γ 
one, indicating a clear flat band. These flat bands appear 
in all the three materials and are assigned to the origin 
of the BJT peak in the DOS (Fig. 4 and Fig. 5). Existence 
of the flat bands can provide an instability of electronic 
states. As reported for the case of X = Ga7), the calculated 

FFiigg..  44 Total density of states: QSGW and GGA+U 
compared with GGA for (top), X=Al, (middle) X=Ga, and 
(bottom figure) X=In. Positive DOS values are for 
majority-spin state and the negative for minority-spin 
state. 

FFiigg..  55 Comparison of partial density of states (PDOS) of 
QSGW and GGA projected to the d-orbitals (t2g and eg) on 
Ni and Mn atoms among Ni2MnX (X=Al, Ga, In). Positive 
PDOS values are for majority-spin state and the negative 
for minority-spin state. 



101Journal of the Magnetics Society of Japan Vol.48, No.6, 2024

INDEXINDEX

FSN vector coincided with a modulation vector obtained 
by the experimental measurement. Among the materials 
of Ni2MnX, the electronic structures are similar around 
the Fermi level. Thus, the properties of FSN are also 
necessary to compare.  
 
33..66  GGeenneerraalliizzeedd  ssuusscceeppttiibbiilliittyy  
  The wave vector of FSN for X = Ga has been reported 
as 𝜉𝜉𝜉𝜉  = 0.2 in the previous work7). In this work, we 
compare profiles of the generalized susceptibility 
presented by Eq. (3) among the materials of X = Al, Ga 
and In. In Fig. 7, the comparison of reduced generalized 
𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪)/𝜒𝜒𝜒𝜒(0) is presented as a contour map of the xy-plane 
with 𝑞𝑞𝑞𝑞𝑧𝑧𝑧𝑧 = 0. A sharp peak is observed around 2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 (0.2, 
0.2, 0) in all three materials. The peak position slightly 
shifts to a shorter wave vector for X = Al and a longer one 
for X = In. However, the peak is the sharpest for X = Ga 
along the direction [110], as shown in Fig. 8. The peak 
shapes are broadened for X = Al and X = In compared to 
the case of X = Ga. 
  The figures of Fermi surfaces also provide insight into 
the observed peak positions. Figure 9 indicates the flat 
cuts of Fermi surfaces at 𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧 = 0 , 2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 × 0.25 , and 
2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 × 0.5 . The three-dimensional Fermi surfaces are 
summarized in the Appendix. These square-like curves 
convince us to intuitively understand the peak formation 
around 2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 (0.2, 0.2, 0) position. The Fermi surfaces 
for the three materials are similar, but the subtle 
differences are apparent in Fig. 9.  
   The broad profiles of 𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪) for X = Al and X = In imply 
that the sensitivity of expected phase transitions 
becomes suppressed or smeared. Indeed, any 
experimental observation of phase transition to 10M 
modulated phases has never been reported for 
stoichiometric cases of X = Al and X = In. In an off-
stoichiometric composition of X = Al (low compositions of 
Al and high composition of Mn in Ni2Mn1−xAlx), the 10M 
modulated phases have been observed13). According to 
that experimental work, the phase boundary between 
10M and B2 (paramagnetic) phases along the Al 
composition can be extrapolated to near the 
stoichiometric composition at low temperatures, but the 
B2 (antiferromagnetic) phase was reported to appear 
around such composition. The reduced 𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪) calculated 
with GGA is given for the better comparison among the 
three materials in Fig. 8(b). The profiles of 𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪) for X = 
Al and X = In calculated by GGA are similar to those of X 
= Ga. As suggested in the previous work7), the profile 
obtained by GGA does not give sufficient features for the 
discussions related to the experimental observations. 
  Detailed analysis of the generalized susceptibility with 
qq in [110] direction is performed for studied compounds. 
As suggested in the previous theoretical works on X = 
Ga29)-31), the generalized susceptibility has a couple of 
nesting vectors (peaks) at 𝜉𝜉𝜉𝜉1 (small) and 𝜉𝜉𝜉𝜉2 (large) as 
2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 (𝜉𝜉𝜉𝜉𝜉𝜉𝜉𝜉0) . The property of such peaks appears 
commonly in the results. The nesting vector parameters 
are 𝜉𝜉𝜉𝜉1 = 0.208 and 𝜉𝜉𝜉𝜉2 = 0.771 for Ni2MnGa (Fig. 8(a)). 

FFiigg..  66 Comparison of the band dispersion curves of 
QSGW for the minority-spin state among (a) Ni2MnAl, (b) 
Ni2MnGa, and (c) Ni2MnIn. The enhanced color 
indications show a size of projected components for Ni eg 
orbital. 

(a) 

(b) 

(c) 
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These numbers are similar to those obtained by the 
SCAN (𝜉𝜉𝜉𝜉1 = 0.23 and 𝜉𝜉𝜉𝜉2 = 0.78 reported in Fig. 4(c) in 
Ref.33)).  
  For Ni2MnAl, the nesting vector 𝜉𝜉𝜉𝜉1 is 0.177, which is 
comparable to 1/6 (corresponding to the 12M modulation 
observed for off-stoichiometric Ni–Mn–Al13)) if the 
magnetic rigid band model with the change of 
magnetization +0.02 𝜇𝜇𝜇𝜇B is applied. However, this peak 
is blunt, as pointed out before (see Fig. 8(a)) for the case 
without any change of magnetization as well as for the 
increased magnetization (using rigid band model) by 
+0.02 𝜇𝜇𝜇𝜇B (Fig. 10(a)), implying a possible coexistence of                      
10M, 14M, and 12M phases. This phase coexistence 
appears at room temperature for 17 < x < 19 in 
Ni50Mn50−xAlx13). The issue is that the experimental 
results for stoichiometric composition and samples with 
only fully ordered L21 structure have not been 
successfully created, causing difficulties in making any 
conclusion.  
  Applying the rigid band model for the change of 
magnetization (magnetic rigid band model) may be 
viewed as a simulation of chemical composition change. 

The FSN vector parameters are modified when the 
magnetization of the system is changed. Lowering the 
magnetization results in decreasing the difference 
between 𝜉𝜉𝜉𝜉1 and 𝜉𝜉𝜉𝜉2, i.e. the peaks get closer to each other, 
and the peaks overlap in the case of GGA calculations 
(the magnetization dependence is not shown) for the  
−0.48 𝜇𝜇𝜇𝜇B  change of magnetization in Ni2MnAl and N  
Ni2MnIn with values being almost 1/2. For Ni2MnGa, the 
overlap is incomplete, and a further decrease in 
magnetization would be needed. The decrease in 
magnetization generally leads to decrease of the peak 
separation (|𝜉𝜉𝜉𝜉1 − 𝜉𝜉𝜉𝜉2|) and to decrease of the peak value in 
𝜒𝜒𝜒𝜒(𝐪𝐪𝐪𝐪)/𝜒𝜒𝜒𝜒(0) (see Fig 10).  
  On the other hand, an increase in the total 
magnetization generally results in increasing both the 
separation of the nesting vector peaks and corresponding 
peak values. For Ni2MnGa, the shift of 𝜉𝜉𝜉𝜉1 from 1/5 (10M) 
to 1/7 (14M) is observed with the increased total 
magnetization by 0.12 or 0.14 𝜇𝜇𝜇𝜇B in QSGW calculations7). 
The FSN vector parameters are 𝜉𝜉𝜉𝜉1 = 1/3 and 𝜉𝜉𝜉𝜉2 = 2/3, 
indicating the 6M premartensite29) if the total magnetic 
moment is reduced by −0.40 𝜇𝜇𝜇𝜇B  for Ni–Mn–Ga in the 

FFiigg..  88  Comparison of the generalized susceptibility along the [110] direction among the studied compounds calculated 
by (a) QSGW and (b) GGA. 

FFiigg..  77 Comparison of the contour map in xy-plane for the reduced generalized susceptibilities of QSGW among Ni2MnX 
(X = Al, Ga, In). 

(a) (b) 
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case of QSGW. This observation implies that the 
premartensite occurs with a lowering temperature from 
austenite and, further decreasing of the temperature (an 
increase of the magnetization) results in the creation of 
the modulated structures such as 10M and 14M. For 

Ni2MnAl, the generalized susceptibility peak, which is 
blunt at the self-consistent case, sharps for the FSN 
vector parameter 𝜉𝜉𝜉𝜉1 while decreasing the magnetization 
of the system. The maxima 𝜉𝜉𝜉𝜉1 is sharp for the system 
with the lowered magnetization by 0.08 𝜇𝜇𝜇𝜇B, at 𝜉𝜉𝜉𝜉1 = 1/5. 

FFiigg..  99  Comparison on the intersecting curves of Fermi surfaces calculated by QSGW in the planes (a) 𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧 = 0, (b) 𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧 =
2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 × 0.25 and (c) 𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧 = 2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 × 0.5. 

FFiigg..  1100 Generalized susceptibilities of the magnetic rigid band model for (a) Ni2MnAl, (b) Ni2MnGa and (c) Ni2MnIn. 
Note that the change of magnetization is 𝜇𝜇𝜇𝜇𝐵𝐵𝐵𝐵 per formula units (f.u.). 

(c) 

(a) 

(b) 

(a) (b) (c) 
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The values of 𝜉𝜉𝜉𝜉1  = 1/3 and 𝜉𝜉𝜉𝜉2  = 2/3 for −0.48 𝜇𝜇𝜇𝜇B 
indicate the creation of the premartensite as in Ni2MnGa. 
The peaks suggesting the premartensite are present for 
Ni2MnIn as well, but the peak shapes are blunter than 
the other two compounds. In the case of Ni2MnIn, if the 
magnetization is increased by +0.08 𝜇𝜇𝜇𝜇B , the FSN 
parameter 𝜉𝜉𝜉𝜉1 is 0.208, corresponding to the instability to 
the 10M phase. With further increasing of magnetization, 
the 14M phase should appear for the increase of 
magnetization over +0.24 𝜇𝜇𝜇𝜇B. The maximal value of the 
generalized susceptibility is reached when the change of 
magnetization is +0.40 𝜇𝜇𝜇𝜇B  where the FSN vector 
parameter 𝜉𝜉𝜉𝜉1 is 0.1. On the other hand, the modulated 
structures for Ni–Mn–In are observed for the high-Mn 
and low-In contents. 

 
44..  DDiissccuussssiioonnss 

  
44..11  VVeerriiffiiccaattiioonn  ooff  GGGGAA++UU    
  The introduction of Hubbard +U scheme with the first-
principles DFT39) has been used to partially eliminate 
defects of DFT approaches: lack of electron localization 
effect, over-binding on condensation, and others. 
Although the U parameter can be determined in a self-
consistent way in the scheme or by reproducing an 
appropriate physical quantity and comparing with 
corresponding experimental values, in this work, the 
GGA+U was introduced and evaluated for reproducing 
the QSGW’s data of magnetic moments. As presented in 
the subsection 3.2, the U parameters successfully 
reproduce these magnetic moments. In Fig. 4 and Fig. 11, 
the total DOS and PDOS are reported for GGA+U. For 
X=Al, the third set of parameters (UMn : 0.2 eV, UNi : 4.25 
eV) was used for drawing the figures as representative. 
  The DOS obtained by GGA+U indicates a BJT peak at 
the Fermi level for the minority spin. The energy position 
of the peak is well reproduced compared with those of 
QSGW for the three materials. Unfortunately, there are 
several differences between the GGA+U and QSGW, 
involving namely the widths and energy positions for the 
d-orbitals of Mn and Ni at the occupied and unoccupied 
states far from the Fermi energy. The energy positions of 
occupied states can be measured by the photoelectron 
spectroscopy (PES). Indeed, the peaks in the PES profile 
have been observed around the energy positions of 0.3 eV 
and 1.5 eV near the Fermi energy in stoichiometric 
Ni2MnGa49). The position of the peak around 0.3 eV is 
shifted depending on the sample composition50). 
Concerned about the formal peak position, the peak 
around 1.5 eV is well described by both QSGW and GGA. 
However, the peak closer to the Fermi level (0.3 eV) is 
shifted to the Fermi level in QSGW, and thus, the 
agreement between theory and experiment became worse 
in QSGW than in GGA. The cause of the observed QSGW 
behavior requires further investigation in the future. 
  Figure 12 shows the generalized susceptibilities 
calculated with GGA+U for X = Al, Ga and In. As shown 
in the figure, the profiles are not similar to those of 
QSGW (Fig. 8). For X = Ga, the instability towards a 

lower symmetry, i.e., the tetragonal one, represented by 
the modulation wave vector 2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎  [110], may not be 
manifested based on the calculated profile of the 
generalized susceptibility. For X = Al, the profile also 
becomes broader. For X = In, as a result, the profile of 
GGA+U is obtained as similar to that of QSGW. 
  Using the GGA+U method, the results of generalized 
susceptibility indicate more similarities with QSGW 
results. However, the peak position depends on the 
specific choice of the Hubbard U parameters for the 

FFiigg..  1111 Partial density of states of GGA+U projected to 
the d-orbitals (t2g and eg) in Ni2MnX (X=Al, Ga, In). 
Positive PDOS values are for majority-spin state and the 
negative for minority-spin state. 

FFiigg..  1122 Generalized susceptibility of Ni2MnX (X=Al, Ga, 
In) calculated with GGA+U method. 
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systems. Based on the Hubbard U parameters in this 
work (4.5 – 5 eV for Ni atoms and 0 – 0.5 eV for Mn atoms), 
the importance of the additional localization of the Ni d-
states is revealed for the proper description of the 
electronic structures in the studied Heusler compounds.  
 
44..22  CCoonnnneeccttiioonn  ttoo  eexxppeerriimmeennttaall  rreessuullttss 
  By the first-principles approach of QSGW, the trend 
among the three materials indicates that the most 
intense possible instability to modulation along the 
direction [110] is predicted for X = Ga, as is pointed out 
in Fig. 7. In the results of experimental measurements, 
the phase transition to the martensite phase of 10M has 
been observed for X = Ga, while such kind of phase 
transition has never appeared on the stoichiometric 
composition for X = Al and X = In. Focusing on off-
stoichiometric compositions, which may be discussed 
based on the theoretical approach of the magnetic rigid 
band model, an instability of 14M modulation can be 
preferable for X = Ga, as discussed in the previous report 
of QSGW7). 
  For X = In and Al, no martensite phase has been 
experimentally observed at the stoichiometric 
composition. However, for off-stoichiometric 
compositions, several martensite phases have been 
already reported for a long history of related Heusler 
alloys. Here, the chemical compositions of Mn-rich or Ni-
rich materials are discussed: Ni2Mn1+xX1−x, Ni2+yMn1−yX. 
In the case of X = In, the 10M modulated structure25,51) 
occurred for the Mn-rich compositions (x = 0.345, 0.350) 
and the 14M structure to a further Mn-rich (x = 0.90). As 
shown in Fig. 10(c), the FSN vector (𝜉𝜉𝜉𝜉1) shifts to 1/5 and 
further to 1/7 when the system magnetization is 
increased. For the case of X = Al, the 10M, 12M, and 14M 
modulations of martensite phases have been observed in 
the ascending order of the non-stoichiometric 
compositions (y = 0.40 ∼ 0.90)13). In our calculation, the 
structural modulations may be assigned to the series of 
peaks for the FSN vectors presented in Fig. 10(a). 
However, the correspondence between our theoretical 
results and the experimental ones is not understood in 
the material trend among X = Al, Ga, and In. Indeed, the 
modulated structure of 10M or 14M only appears in an 
intermediate temperature range in the experiments, 
whereas the low-temperature phase is probably in a spin-
glass state, and the structure at high-temperature is the 
B2 (alloying cubic structure) instead of L12 (cubic 
Heusler structure). Thus, the various complex alloying 
and magnetic effects should be included in the theoretical 
investigation for X = Al. 
  
44..33  RReellaattiioonnsshhiipp  wwiitthh  tthhee  SSCCAANN  ffuunnccttiioonnaall 
  As described before, the results obtained by the QSGW 
calculation are comparable to those obtained by the 
SCAN functional on the calculated magnetic moments 
(Table 2) and Fermi surface (Fig. 9)33). The one-electron 
potential in the QSGW includes Coulomb potential with 
the random phase approximation (the screened Coulomb 

interaction), whereas the potential of SCAN functional 
includes some electron localization effects and also 
provides larger magnetic moments, compared with those 
of GGA functional52). 

  
55..  CCoonncclluussiioonnss 

 
  The properties of electronic structure, such as band 
dispersion curves, DOS, and generalized susceptibility, 
Fermi surfaces were investigated using the accurate 
first-principles calculation of the QSGW method for the 
cubic Ni2MnX (X = Al, Ga, In). The electron localization 
effects on the orbitals at 3d transition elements of Ni and 
Mn are properly introduced in the electronic structures 
as the random phase approximation. When focusing on 
the BJT states at the Fermi level, their band width is 
narrowed, compared with GGA results. According to the 
results on the DOSs for X = Al and In, the BJT electronic 
states of minority spin state, appearing just at the Fermi 
level, were observed to be the same as in the material of 
X = Ga. The differences on PDOS from their GGA result 
were comparable to that of X = Ga. On the generalized 
susceptibility, although the three materials indicate the 
FSN peak around 2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 (0.2, 0.2, 0), its sharpness for X 
= Al or In was not so remarkable as in the case X = Ga. 
This is the main difference among the materials and is 
consistent with the fact that the martensite phase 
transition takes place only for X = Ga in their 
stoichiometric composition.  
  Using the GGA+U approach, the magnetic moments 
were reproduced by the U parameters on Ni and Mn 
atoms, resulting in the BJT states to appear just at the 
Fermi level. However, their band width remains larger 
than for QSGW, suggesting that such +U approach does 
not narrow the band width, as expected from this 
approach. In addition, for X = Al and Ga, the profile of 
generalized susceptibility does not show a peak at around 
the wave vectors corresponding to 2𝜋𝜋𝜋𝜋/𝑎𝑎𝑎𝑎 (0.2, 0.2, 0), nor 
similar to those of QSGW. Even though, GGA+U method 
can have some similarities with QSGW results, the results 
do not suggest the same conclusions. 
  As presented in this work, the current QSGW approach 
has allowed us to discuss the electronic instabilities 
mainly caused by the parallel spin states. Discussions on 
magnetic instability are also interesting to investigate 
the material properties of Heusler intermetallic 
compounds.  

  
AAppppeennddiixx  AA..  FFeerrmmii  ssuurrffaaccee 

 
  Fermi surfaces (FS) of minority spin calculated using 
GGA (Figures A1(e) and A1(f)) are in agreement with the 
previously published results for Ni2MnGa33) and 
Ni2MnIn23). Figure A1(d) displays FS for Ni2MnAl, where 
the main difference compared to Ni2MnGa is the part 
around the Γ point (also visible at the corner). Using the 
QSGW method, FS changes similarly as if the SCAN 
functional was applied33) for both Ni2MnAl and Ni2MnGa, 
i.e., the expansion of the portion of the surface 
corresponding to the lower band (blue) and the shrinking 
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section corresponding to the higher band (green). Using 
the GGA+U approach resulted in better agreement of FS 
obtained by this method with QSGW than with GGA for 
Ni2MnGa. However, in the case of Ni2MnAl, the blue 
band (lower) has a contribution to FS around the X k-
point of BZ (Figure A1(g)) for GGA+U, contrary to QSGW, 
and the size of this part depends on the chosen U 
parameter. For Ni2MnIn, the red part of FS which 
corresponds to the lowest band crossing the Fermi level, 
expands, as well as the blue part corresponding to the 
second higher band and the portion related to the highest 
band shrinks as in the cases of Ni2MnAl and Ni2MnGa. 

FS similarities of Ni2MnAl and Ni2MnGa imply that both 
should also have similar experimental behavior, i.e. the 
MSM effect should be observed in Ni2MnAl.  
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    We investigated the magnetic anisotropy of NiCo2O4 thin film with a relatively large second-order magnetic 

anisotropy, which gives rise to easy-cone magnetic anisotropy. Anomalous Hall data measured in external magnetic 
fields at various angles were analyzed based on the generalized Sucksmith-Thompson (GST) method to quantitatively 
extract both the first- and second-order anisotropy constants. Although the GST model is valid for any external field 
angle, we found that the analysis was useful only when the field was either parallel or normal to the film plane. 
However, the tilted magnetic field results show the effect of misalignment between the actual and expected angles of 
the field. Our results indicate the validity of estimating higher-order magnetic anisotropy and adjusting the 
misalignment of measurement systems. 
 
KKeeyywwoorrddss:: magnetic anisotropy, thin film, Hall effect 

  
 

11..  IInnttrroodduuccttiioonn  
    

  Magnetic anisotropy is a key physical parameter that 
characterizes magnetic materials and determines the 
preferential direction of magnetization. According to the 
phenomenological model, the free energy of uniaxially 
anisotropic systems such as hexagonal and tetragonal 
crystal structures can be expressed as 𝐸𝐸MA  =
 𝐾𝐾𝑢𝑢1 sin2 𝜃𝜃  +  𝐾𝐾𝑢𝑢2 sin4 𝜃𝜃  + ⋯1). Here, 𝐾𝐾𝑢𝑢1 and 𝐾𝐾𝑢𝑢2 denote 
the uniaxial magnetic anisotropy constants for the first- 
and second-order terms, respectively, and 𝜃𝜃  indicates 
the angle between the uniaxial axis and magnetization. 
In most magnetic materials, Ku1 is dominant in 
determining the preferential direction of magnetization, 
which is parallel to the crystal’s primitive 
crystallographic direction with the simple index. When 
−2𝐾𝐾𝑢𝑢2  <  𝐾𝐾𝑢𝑢1  <  0,  the preferential magnetization 
direction is tilted from a uniaxial axis corresponding to a 
primitive crystallographic direction. The tilted state of 
the magnetization alignment is called easy-cone 
magnetic anisotropy (ECMA) 2–4), in which the tilt angle 
is expressed as 𝜃𝜃𝑐𝑐 = sin−1 √−𝐾𝐾𝑢𝑢1/2𝐾𝐾𝑢𝑢2 . Recently, some 
studies have proposed that ECMA assists the 
magnetization switching process via a spin-transfer 
torque5–9) and allows unique easy-cone domain wall 
dynamics10). Thus, the role of Ku2 in magnetization 
processes has been re-identified, and quantitative 
treatment of 𝐾𝐾𝑢𝑢2 is required not only for ECMA but also 
for the magnetic dynamics of perpendicular magnetic 
anisotropy (PMA) materials. 

 Because the ECMA is attributed to the higher-order 
term of the magnetic anisotropy constants, its 

confirmation is not straightforward. In most cases, 
ECMA is identified using magneto-torque or 
ferromagnetic resonance measurements by determining 
both 𝐾𝐾𝑢𝑢1  and 𝐾𝐾𝑢𝑢2  1,11). The method to determine 𝐾𝐾𝑢𝑢1 
and 𝐾𝐾𝑢𝑢2  from the magnetization curves developed by 
Sucksmith-Thompson and others12,13) can be generalized 
for any arbitrary field direction. When a magnetic field is 
applied along a certain direction, the magnetic free 
energy, composed of both the magnetic anisotropy and 
Zeeman energies, is expressed as: 

𝐸𝐸 = 𝐾𝐾𝑢𝑢1
eff sin2 𝜃𝜃  + 𝐾𝐾𝑢𝑢2 sin4 𝜃𝜃 − 𝜇𝜇0𝐻𝐻𝑀𝑀𝑆𝑆 cos(𝜃𝜃 − 𝜃𝜃𝐻𝐻),  (1) 

𝐾𝐾𝑢𝑢1
eff is the sum of the two contributions from 𝐾𝐾𝑢𝑢1 and 

shape anisotropy.  and 𝐻𝐻 represent the angles of the 
direction pointing to the magnetization and the applied 
field measured from the uniaxial axis, respectively. MS is 
the saturation magnetization. As the equilibrium 
condition of the torque components derived from Eq. (1), 

𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 = 0  the GST formula can be expressed as: 

(2𝐾𝐾𝑢𝑢1
eff + 4𝐾𝐾𝑢𝑢2)𝑀𝑀𝑆𝑆 − 4𝐾𝐾𝑢𝑢2 cos2 𝜃𝜃 𝑀𝑀𝑆𝑆 = 0𝐻𝐻,          (2)

 ≡ (cos 𝜃𝜃 sin 𝜃𝜃𝐻𝐻 − sin 𝜃𝜃 cos 𝜃𝜃𝐻𝐻) sin 𝜃𝜃 cos 𝜃𝜃 .            (3) 
NiCo2O4(NCO) is a conductive ferrimagnet with a 

relatively high Néel temperature of 𝑇𝑇𝑁𝑁 ≈ 400  K14). 
NCO(001) films grown on MgAl2O4 (MAO) substrates 
exhibit PMA at room temperature due to compressive 
strain15–17). Moreover, NCO(001) films exhibit strong 
ECMA at low temperatures, and semi-quantitative 
calculations have revealed that the anti-site distribution 
of Ni3+ at the Td site denotes the origin of the ECMA18). 
Recently, the characteristic Hall effect, termed the 
quadrupole anomalous Hall effect (QuadAHE), was 
demonstrated in NCO(001) film, which is correlated with 
ECMA19). The spin-reorientation temperature (𝑇𝑇𝑆𝑆𝑆𝑆)  at 
which the magnetic anisotropy changes from PMA to 
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ECMA strongly depends on the film fabrication 
conditions.  
 In this study, we examined the applicability of GST 

analysis to anomalous Hall (AHE) data measured at 
various angles on the epitaxial NCO(001) film exhibiting 
ECMA, meaning that Ku2 is relatively large.  
 

22..  EExxppeerriimmeenntt   
  

  Epitaxial NCO(001) films with a thickness of 42 nm 
were grown by reactive radio frequency magnetron 
sputtering technique. A 2-inch alloy target with a 
nominal composition of Ni: Co = 1: 2 was used. The 
growth conditions of the NCO film were as follows: the Ar 
and O2 flow rates were set to 10 and 2.5 sccm, 
respectively; the process temperature was 300C, and the 
working pressure was 1.3 Pa. Subsequently, the NCO 
film was annealed at 300C for 10 min under an oxygen 
pressure of 0.2 Pa. The films were patterned into Hall 
bars using photolithography and Ar ion milling to 
perform electric transport measurements. Hall 
measurements were performed using a physical property 
measurement system (PPMS, Quantum Design) with a 
DC source (Keithley 6221) and a nanovoltmeter (Keithley 
2182).  
 

33..  RReessuullttss  aanndd  ddiissccuussssiioonn  
    

33..11  HHaallll  mmeeaassuurreemmeennttss  
    According to Eqs. (2) and (3), the magnetic hysteresis 
or AHE curves measured at various angles of 𝜃𝜃𝐻𝐻  are 
useful for performing the GST method. Next, Hall 
measurements were performed in tilted magnetic fields 
to extract both 𝐾𝐾𝑢𝑢1

eff and 𝐾𝐾𝑢𝑢2.  
 Figure 1 shows Hall data 𝜌𝜌𝐻𝐻  under different tilted 
magnetic fields with the angle 𝐻𝐻 ranging from 𝜃𝜃𝐻𝐻 = 0 
to 𝜃𝜃𝐻𝐻 = 90° determined from normal to the film plane to 
NCO[100] at 10 K.  𝜌𝜌𝐻𝐻  consist of ordinary Hall effect 
(OHE) and AHE, resistivity. The OHE is proportional to 
the normal component of the field, i.e., 𝜌𝜌OHE =
𝜇𝜇0𝑅𝑅0𝐻𝐻 cos 𝜃𝜃𝐻𝐻 , where R0 is the ordinary Hall coefficient. 
Based on the experimental results of 𝜃𝜃𝐻𝐻 = 0 , 𝑅𝑅0  is 
−3 × 10−11 𝑚𝑚3/C ( = −0.003 μΩcm/T ). Therefore, 𝜌𝜌AHE 
components can be extracted from 𝜌𝜌𝐻𝐻  as, 𝜌𝜌AHE(𝜃𝜃𝐻𝐻) =
𝜌𝜌𝐻𝐻(𝜃𝜃𝐻𝐻) − 𝜇𝜇0𝑅𝑅0𝐻𝐻 cos 𝜃𝜃𝐻𝐻  in principle. Since 𝜌𝜌OHE  is 
“negligibly small” compared with 𝜌𝜌AHE  in NCO films, 
𝜌𝜌AHE(𝜃𝜃𝐻𝐻)  behavior is almost same with 𝜌𝜌𝐻𝐻 . In the 
subsequent analysis, we used the extracted AHE data. 
Although the high field behavior of 𝜌𝜌AHE  depends 

significantly on the applied field angle, the remanence of 
the Hall resistivity corresponding to remanent𝜌𝜌AHE  is 
almost independent of the field angle. This is consistent 
with the simulation results obtained using a coherent 
rotation model (not shown), in which all magnetic 
moments rotate simultaneously without magnetic 
domains under ECMA conditions 20,21).  
 
33..22  GGSSTT  aannaallyyssiiss  

  Next, we performed GST analysis on the field-angle-
dependent AHE data to evaluate Ku’s. As expressed in Eq. 
(1), the GST method was established for uniaxial 
magnetic anisotropic materials. Bulk NCO possesses a 
cubic structure; however, our NCO films are suffering 
from in-plane compressive stresses owing to lattice 
mismatch between the film and substrate. Consequently, 
the characteristic properties, including the magnetic 
properties of the film, exhibit tetragonal symmetry 
rather than cubic symmetry. In fact, the magnetic 
anisotropy of NCO films, such as PMA and ECMA, is 
uniaxial. Therefore, the GST method can be reasonably 
applied to analyze magnetic anisotropy. 
In the GST analysis, we used the AHE data of the 

decreasing field in the positive region. 𝜃𝜃  in Eq. (2) 
corresponds to the magnetization angle from the uniaxial 
axis, which is parallel to NCO[001]. Therefore, cos 𝜃𝜃 
corresponds to the normalized AHE, i.e., cos 𝜃𝜃 =
𝜌𝜌AHE(𝜃𝜃𝐻𝐻)/𝜌𝜌AHE(𝜃𝜃𝐻𝐻 = 0, saturation). The GST plot of 0H 
versus cos2 𝜃𝜃  for 0° ≤ 𝜃𝜃𝐻𝐻 ≤  90°  is shown in Fig. 2, 
where the slope and the vertical axis intercept on this 
plot correspond to −4𝐾𝐾𝑢𝑢2𝑀𝑀𝑆𝑆  and (2𝐾𝐾𝑢𝑢1

eff  +  4𝐾𝐾𝑢𝑢2)𝑀𝑀𝑆𝑆, 
respectively. Accordingly, the magnetic anisotropy 
constants can be estimated by substituting the MS which 
is determined separately by magnetization measurement. 
In addition, the horizontal axis intercept agrees with the 
easy-cone angle (c), because cos2 𝜃𝜃𝑐𝑐 = (2𝐾𝐾𝑢𝑢1

eff +
4𝐾𝐾𝑢𝑢2) 4𝐾𝐾𝑢𝑢2. As Eq. (2) holds an arbitrary angle, all the 
AHE data collapse on a single straight line on the GST 
plot.  
  As observed, the GST analysis results from AHE data 
are linear below |µ0𝐻𝐻| ≈ 1 T in H = 0 and 90 degrees. 
Assuming 𝑀𝑀𝑆𝑆 = 2 µB/f.u., from the linear fitting results 

FFiigg..  11  Applied field angle (𝜃𝜃𝐻𝐻) dependence of Hall 
resistivity at 10 K. The tilted direction is 
from NCO[001] to NCO[100]. 
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of 0 and 90 degrees shown in the purple and red line, 
𝐾𝐾𝑢𝑢1

eff  =  −0.17, −0.14  and 𝐾𝐾𝑢𝑢2 = 0.27, 0.23  MJ/m3, 
respectively. In contrast, the GST results of 𝜃𝜃𝐻𝐻 ≠ 0, 90 
degrees show significant discrepancies from the linear 
fitting results. Moreover, larger discrepancies are 
observed when a large external field is applied. Thus, it 
is difficult to obtain accurate values from tilted field 
results. However, the horizontal axis intercept, which 
corresponds to the easy-cone angle, agreed with all the 
measured angles. Hence, the discrepancy gradually 
appeared in the high field region, except for 
perpendicular and parallel to the plane. 
  
33..33  NNuummeerriiccaall  ccaallccuullaattiioonn  
We performed numerical calculations for the angle-

dependent AHE. The calculation parameters were as 
follows; 𝑀𝑀𝑆𝑆 = 280  kA/m,  𝐾𝐾𝑢𝑢1 =  −0.16 , and 𝐾𝐾𝑢𝑢2 = 0.25 
MJ/m3. The magnetic hysteresis was obtained by 
calculating the lowest energy using Eq. (1). When GST 
analysis was performed on the calculation results, all the 
results appeared on one straight line regardless of the 
angle, as shown by the black line in Fig. 3.  
To consider the origin of the discrepancies, we assumed 

that misalignment occurred between the actual and 
expected angles of the external magnetic field, i.e. 𝜃𝜃𝐻𝐻 →
𝜃𝜃𝐻𝐻 + 𝛿𝛿. Then, 𝛾𝛾 is modified to 2 sin(𝜃𝜃𝐻𝐻 + 𝛿𝛿 − 𝜃𝜃) / sin 2𝜃𝜃. 
By assuming cos 𝛿𝛿 ≈ 1,  𝜇𝜇0𝐻𝐻 cos(𝜃𝜃𝐻𝐻 − 𝜃𝜃) sin 𝛿𝛿 / sin 2𝜃𝜃  is 
added to the right-hand side of Eq. (2). The effect of the 
additional term was apparent particularly in the high 
field region owing to 𝜃𝜃 ≈ 𝜃𝜃𝐻𝐻 . Figure 3 shows the 
calculated GST results based on a misalignment of 𝛿𝛿 =

−3 °. The plotted angles and colors correspond to the 
experimental results shown in Fig. 2. The behavior of the 
misaligned GST plots was consistent with the 
experimental results. Therefore, the discrepancies in the 
GST analysis were primarily caused by the angular 
misalignment of the external magnetic field. 
These considerations suggest that GST analysis can be 

performed to estimate the angular misalignment of the 
measurement system because the GST plot is sensitive to 
slight changes in the hysteresis curve.  
 

44..  CCoonncclluussiioonn      
  

  In summary, we fabricated an epitaxial NCO film on 
an MAO(001) substrate, which is known to exhibit strong 
ECMA at low temperatures. From the field-angle 
dependence of the AHE, we performed a GST analysis 
and attempted to estimate the magnetic anisotropy 
constants up to the second order. The analysis results did 
not appear to follow the GST method in the high field 
region with the tilted field. The angular misalignment of 
the external magnetic field partially explains one of the 
origins of the discrepancies. These results showed the 
difficulty of GST analysis in more general cases and the 
high sensitivity of misalignment of the experimental 
system. 
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FFiigg..  22  0H versus cos2 𝜃𝜃 plots from 0° to 90°. The 
purple and red lines are linear fitting results 
of 0°  and 90°  degrees. According to the 
GST model, the slope and the intercept of the 
vertical axis correspond to −4𝐾𝐾𝑢𝑢2𝑀𝑀𝑆𝑆  and 
(2𝐾𝐾𝑢𝑢1

eff + 4𝐾𝐾𝑢𝑢2)𝑀𝑀𝑆𝑆, respectively. 

FFiigg..  33  Macro-spin calculation results 0H versus 
cos2 𝜃𝜃  plots from 0°  to 90°  degrees with 
−3° misalignment. The plot color 
corresponds to the Fig. 2. 
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In a vertical domain wall motion memory with artificial ferromagnets, magnetization switching induced by spin-

orbit torque (SOT) is employed for the data-writing method. This data-writing process may suffer from stray fields 
from the reference layer; however, this effect has been rarely addressed so far. In this study, we investigated the 
relationship between the critical current density required for SOT-induced magnetization switching and the stray field 
by varying the ferromagnetic layer thickness of synthetic antiferromagnetic reference layers in nanopillars with 
diameters of 300 nm and 200 nm. The results reveal that the critical current density is little affected by changes in 
the stray field in our system. 
 
KKeeyywwoorrddss:: domain wall motion memory, stray field, hysteresis, spin-orbit torque, thickness dependence 

  
 

11..  IInnttrroodduuccttiioonn  
    

  Domain wall (DW) motion in magnetic nanowires has 
attracted considerable interest due to its non-volatility 
and potential for high-density integration1)–3). In the DW 
motion memory, logic bits are stored in magnetic 
domains and separated by DWs. By injecting electric 
currents, these logic bits can be moved to desired storage 
position due to the motion of the DWs4),5). 

For practical applications, high thermal stability is 
crucial to retain the magnetization direction against 
external disturbance considering the data security. The 
thermal stability factor Δ of a magnetic memory device 
can be described by 𝛥𝛥 = 𝐸𝐸b (𝑘𝑘B𝑇𝑇)⁄ , where 𝐸𝐸b, 𝑘𝑘B, and 𝑇𝑇 
are the energy barrier, the Boltzmann constant, and the 
temperature. On the other hand, a low critical current 
(𝐽𝐽𝑐𝑐 ) to drive the DW motion is necessary to minimize 
electricity consumption and heat generation. However, 
there exists a dilemma between maintaining the thermal 
stability of data and achieving the low operation current. 
Enhancing 𝐸𝐸b  improves thermal stability but 
simultaneously increases the critical current density6). 

To address this issue, a novel vertical DW motion 
memory with artificial ferromagnets exhibiting 
perpendicular magnetic anisotropy (PMA) was designed 
in our previous works7),8). In this memory cell, data bits 
are written into the bottommost ferromagnetic layer by 
injecting in-plane currents through the heavy metal 
bottom electrode to induce spin-orbit torque (SOT)9)–13). 
Then, the bits can be shifted to upper layers by spin-
transfer torque (STT) through out-of-plane pulse 
injection14)–16). Micromagnetic simulations have shown 
that by tuning the properties of each layer, it is possible 
to achieve both a low critical current density (𝐽𝐽𝑐𝑐 < 1011 A 
m-2) and high thermal stability (𝛥𝛥 > 60)8). 

However, in this structure, the stray field from the 
other layers may affect the memory operation in data-
writing and shift processes17). In this study, we 
investigated the influence of stray field on the SOT-
induced magnetization switching for the writing process 
in nanopillars with PMA.  

  
22..  EExxppeerriimmeennttaall  rreessuullttss  

    
22..11  DDeevviiccee  ffaabbrriiccaattiioonn  

Multilayers of Ta(5) / Pt(10) / Co(1.4) / Cu(3) / Co(0.8) / 
Pt(0.8) / Co(0.8) / Ru(0.75) / Co(0.8) / Pt(0.8) / Co(𝑡𝑡Co: 0.4-
1.0) / Pt(3) were deposited on thermally oxidized Si 
substrate using sputtering as shown in Fig. 1(a). The 
numbers in parentheses are the thickness of each layer 
in nanometers. The bottom 10-nm-thick Pt layer was 
utilized for the bottom electrode to induce SOT. The 3-
nm-thick Cu layer is a spacer layer between free layer 
and synthetic antiferromagnet (SAF) to read out the 
information of magnetization configuration through the 
giant magnetoresistance (GMR) effect. SAF structure 
was used as a reference layer of memory cells to reduce 
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(a)            (b) 

   
FFiigg..  11 (a) Schematic illustration of multilayer 
structure. (b) Polar-Kerr hysteresis loop of sample 
with 𝑡𝑡Co = 0.72 nm. Thick and thin arrows represent 
magnetization of SAF layer and the free layer, 
respectively. 
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the stray field18), which may suppress the efficiency of 
SOT-induced magnetization switching. In SAF structure, 
the net magnetization in the antiparallel magnetization 
configuration depends on the thickness ratio of two 
ferromagnetic layers. Therefore, the wedge-shaped Co 
layer was made to vary the strength of stray field. Figure 
1(b) shows the polar-Kerr hysteresis loop of the sample 
with 𝑡𝑡Co = 0.72 nm, indicating that the magnetization of 
the free layer switches in smaller magnetic field than 
that of the SAF layer.  

This film was fabricated into nanopillars with 300 nm 
and 200 nm diameters by electron beam lithography and 
Ar ion etching. The Pt bottom layer was patterned into a 
1-μm-wide stripe, and the rest of the layers were etched 
to form a nanopillar on the Pt bottom layer. The etchings 
depth was monitored by in-situ secondary ion mass 
spectroscopy for the endpoint detection. The hysteresis of 
the devices was measured by GMR effect and anomalous 
Hall effect (AHE) by sweeping an out-of-plane magnetic 
field using the experimental setup shown in Fig. 2(a). A 
0.5 mA DC current was applied by a current source, and 
the pillar resistance 𝑅𝑅pillar  and Hall resistance 𝑅𝑅AHE 
were evaluated from corresponding voltages.  

 
22..22  HHyysstteerreessiiss  mmeeaassuurreemmeennttss  

Minor hysteresis loops measured by a 300 nm pillar 
with 𝑡𝑡Co = 0.91 nm are shown in Figs. 2(b) and 2(c). The 
magnetization configurations of each state are 
represented by arrows in the figure. Square hysteresis 
with sharp resistance changes indicate that the free layer 
has a perpendicular easy axis with sufficiently large 
PMA. In the AHE measurements, the switching signal 
appears at a magnetic field almost identical to that in the 
GMR measurements, suggesting that this resistance 
change also arises from the switching of the free layer. 

It should be noted that in the antiparallel 
magnetization configuration of the SAF structure, the 
magnetization of the Co/Pt/Co layer with a larger total 
magnetic moment should be oriented in the magnetic 
field direction because it is more stable to reduce the 
Zeeman energy. In our sample, the thickness of the lower 
Co/Pt/Co layer is fixed. Thus, in case of small 𝑡𝑡Co, the 
magnetic moment of the SAF is dominated by the lower 
Co/Pt/Co layer and vice versa. This means that there 
exists a Co thickness such that the magnetization of the 
upper and lower Co/Pt/Co layers exactly cancels out. For 
the devices on two sides of this thickness, their 
magnetizations of SAFs should orient in opposite 
directions. This difference can be examined by GMR 
curves. Figures 3(a) and 3(b) show the hysteresis of 300 
nm devices with 𝑡𝑡Co  = 0.55 nm and 0.58 nm. Two 
hysteresis loops show opposite polarities that the low- 
(high-)resistance states were obtained for the device with 
𝑡𝑡Co  = 0.55 nm (0.58 nm) at large positive field, 
respectively. Since the free layer magnetization is now 
oriented in the + 𝑧𝑧  direction, the magnetization 
configuration of the SAF structure can be deduced from 
the resistance states of 𝑅𝑅pillar as represented by arrows 
in the figure. The results of Figs. 3(a) and 3(b) reveal that 
the Co thickness at which the antiparallel magnetization 
configuration of the SAF structure is inverted is 
approximately between 0.55 and 0.58 nm. This thickness 
is smaller than the expected thickness of 𝑡𝑡Co = 0.8 nm 
from the symmetry of the film structure. This 
discrepancy can be attributed to the contribution of the 
magnetization induced in the top Pt capping layer 
through the proximity effect19),20). 

We then measured the minor hysteresis loops of 
devices with various tCo to estimate the hysteresis shift, 
which is the shift of the center field of the free layer 

(a)    

(b)  (c)  

FFiigg..  22 (a) Schematic of experimental setup for GMR and AHE measurements. (b) Pillar resistance 𝑅𝑅pillar and (c) 
Hall resistance 𝑅𝑅AHE as a function of out-of-plane magnetic field, respectively, in 300 nm device. 
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hysteresis loops. For each device, 10 measurement cycles 
were performed to evaluate the average value of 
switching fields to minimize the effect of thermal 
fluctuation. The magnetizations of the SAF structure 
were set to the same configuration as represented in Fig. 
3(b) before the measurements. Figure 3(c) shows the 
evaluated hysteresis loop shift as a function of 𝑡𝑡Co. We 
expected the hysteresis loop shift to vary monotonically 
with respect to the tCo. However, in 300 nm and 200 nm 
devices, the hysteresis loop shift does not show a clear 
trend with respect to 𝑡𝑡Co and is positive in most devices. 
This may be because the stray field is more sensitive to 
the microfabrication imperfection than to the variation of 
the Co thickness in SAF structure. Hereafter, we assume 
that this hysteresis loop shift corresponds to the stray 
field to the free layer21). 

 
22..33  SSOOTT--iinndduucceedd  mmaaggnneettiizzaattiioonn  sswwiittcchhiinngg 
  Next, we investigated the influence of stray field on 
SOT-induced magnetization switching. In the 
experiments, in-plane current pulses with 20 ms pulse 
duration were injected to the bottom Pt electrode to 
generate spin current originating from the spin-Hall 
effect. AHE resistance which is proportional to the out-
of-plane component of the magnetization was measured 
under a 0.5 mA DC current. An in-plane magnetic field is 
applied to break the mirror symmetry22). In all 
measurements, the magnetization configurations in SAF 
structure were also set to be the same configuration as 
represented in Fig. 3(b). Figure 4(a) shows the SOT 
switching loops of a 300 nm pillar with 𝑡𝑡Co = 0.91 nm, 
where Δ𝑅𝑅AHE  is calculated by subtracting the 𝑅𝑅AHE 
offset. The change in Δ𝑅𝑅AHE  reflects the complete 
switching of the free layer magnetization as shown in Fig. 

2(c). When the direction of the in-plane magnetic field is 
reversed, the loop polarity also changes, which is a 
distinct feature of SOT-induced switching. 

The Co thickness dependence of the critical current of 
SOT switching was studied with the application of a +50 
mT in-plane magnetic field. To facilitate comparisons 
between different devices, we define 𝐽𝐽𝑐𝑐  as the current 
density when the change in resistance is 20% of the full 
resistance change in the hysteresis measured by AHE, 
because several samples exhibited a reduced Δ𝑅𝑅AHE in 
the SOT switching loop compared to that observed in the 
hysteresis. The positive critical current density 𝐽𝐽c and 
the absolute value of the negative critical current density 
|−𝐽𝐽c| are plotted as a function of 𝑡𝑡Co in Figs. 4(b) and 4(c), 
where the 𝐽𝐽c was evaluated from the average value from 
10 repeated measurements. Then the SOT loop shift was 
evaluated from (𝐽𝐽c − |−𝐽𝐽c|) 2⁄ . 

To investigate the influence of the stray field on the 
SOT-induced magnetization switching, we plotted the 
relationship between the SOT loop shifts and hysteresis 
loop shifts in Fig. 4(d). From this result, we find little 
correlation between them for both the 300 nm and 200 
nm devices, despite there is a larger deviation in the 200 
nm devices compared to the 300 nm devices due to 
microfabrication imperfections. This implies that the 
response of the critical current density to changes in the 
stray field is insensitive in our system. A plausible 
explanation is that, unlike the situation with the direct 
application of an external magnetic field, the stray field 
from the reference layer in the nanopillar may exhibit an 
inhomogeneous distribution across the free layer. This 
leads to the experimental results differing from our 
expectation that the SOT loop shifts and hysteresis loop 
shifts would show a clearer correlation. 

(a)  (b)   

(c)   

FFiigg..  33 (a) (b) Out-of-plane magnetic field dependence of 𝑅𝑅pillar measured using 300-nm devices with (a) 𝑡𝑡Co = 0.55 
nm and (b) 𝑡𝑡Co = 0.58 nm, respectively. (c) Co thickness dependence of hysteresis loop shift. 
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33..  CCoonncclluussiioonn 

  
We investigated the critical current density of SOT-

induced free-layer magnetization switching in 
nanopillars of 300 nm and 200 nm diameters  with 
reference SAF layers of different Co thickness. Within 
the range of stray fields observed in our hysteresis 
measurements, we found that there is little correlation 
between the critical current density and the stray field.   
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FFiigg..  44 (a) SOT-induced magnetization switching under in-plane magnetic field of ±50 mT using 300-nm device 
with 𝑡𝑡Co = 0.91 nm. (b) (c) Co thickness dependence of 𝐽𝐽c and |−𝐽𝐽c| in diameter of (b) 300-nm and (c) 200-nm 
nanopillars. (d) Relationship between hysteresis loop shift and SOT loop shift. 
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Superparamagnetic nanoparticles have received significant attention with regard to medical applications of 

magnetic hyperthermia and magnetic nanoparticle imaging. For magnetic nanoparticles with uniaxial anisotropy, the 
coexistence of interwell and intrawell modes delays the magnetization response to the applied magnetic field. 
Therefore, an investigation of these two modes is essential for the study of magnetic moment dynamics. This study 
focuses on the frequency dependence of AC susceptibility to differentiate samples with varying degrees of easy axis 
alignment. The results indicate that the alignment of the easy axis separated the two modes of susceptibility. The 
variation in the activation energy depending on the degree of the easy axis alignment is also discussed, which clarifies 
the magnetization dynamics and Néel relaxation time of the magnetic nanoparticles. 

 
KKeeyywwoorrddss:: magnetic nanoparticles, superparamagnetism, AC magnetic susceptibility, easy axis of magnetization, 
magnetization dynamics, activation energy, Néel relaxation. 

 
 

11..  IInnttrroodduuccttiioonn  
Iron oxide nanoparticles with diameters less than 10-

20 nm have single magnetic domain structures. They 
exhibit superparamagnetism owing to their randomized 
magnetic moment directions caused by thermal 
fluctuations1,2). The growth of these particles can be 
controlled through thermal and stoichiometric processes 
during synthesis, and they can be encapsulated with 
surfactants after screening the core size. Interactions 
between individual fine particles typically result in 
aggregates that can be encapsulated to form complex 
particle structures, known as multi-core magnetic 
nanoparticles. Although the aggregation of small-core 
particles increases the hydrodynamic volume, the 
superparamagnetism of each core ensures the 
superparamagnetic behavior of multi-core 
nanoparticles3-5). The degree of aggregation of the core 
particles affects their magnetic response to externally 
applied magnetic fields6). These multi-core magnetic 
nanoparticles have potential biomedical applications 
such as in magnetic hyperthermia and magnetic particle 
imaging7-9). 

A thorough understanding of the magnetization 
dynamics of magnetic nanoparticles is essential to 
enhance their performance in medical applications. The 
easy axes of magnetic anisotropy in magnetic 
nanoparticles in colloids oscillate in response to an 
externally applied magnetic field, with the magnetic 
moments of the particles momentarily deviating from the 
easy axes and returning to balance at the lowest-energy 
position. Thermal fluctuation leads to Brownian and 
Néel relaxation independently in this process, which 
complicates the analysis of the magnetization dynamics 

of magnetic particles10). 
The easy axes can be determined by separately 

analyzing the magnetic moment dynamics 11,12). The 
energy barrier results in two modes that describe the 
relaxation of the magnetic moments along the easy axis 
of anisotropy, where the interwell relaxation corresponds 
to magnetization reversal, and the intrawell mode 
involves the precession of the magnetic moment before 
stabilization along the easy axis13). The average of all the 
orientations with random easy axes in the colloidal 
samples can be derived. However, for immobile magnetic 
particles fixed in a solid material, in which the easy axes 
of the particles are aligned by applying a DC magnetic 
field during sample preparation, the anisotropy of the 
particles results in different magnetic responses 
depending on the direction of the sample and the applied 
magnetic field. The two relaxation modes, the interwell 
and intrawell modes can be distinguished based on the 
angle between the direction of the easy axis and the 
detection signal14,15). The purpose of this study was to 
clarify the variations in the activation energies of 
magnetic nanoparticles with immobile easy axes with 
different degrees of alignment. We measured the AC 
susceptibility of samples with random and aligned easy 
axes and quantified the differences in the magnetization 
properties depending on the degree of easy axis 
alignment. 
 

22..  TThheeoorryy  
The anisotropy energy 𝐸𝐸a of magnetic nanoparticles 

with uniaxial anisotropy, without considering 
interactions, is described by 

𝐸𝐸a = 𝐾𝐾u𝑉𝑉sin2𝜃𝜃, (1)  

where 𝐾𝐾u is the uniaxial anisotropy constant, 𝑉𝑉 is the 
volume of the particle, and 𝜃𝜃 is the angle between the 
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easy axis of magnetization and the magnetic moment, 
respectively. 

In a field-free environment, the magnetization of the 
nanoparticle aligns along the direction of the lowest 
energy. Thus, the magnetic moment tends to lie in the 
direction of the anisotropy axis. When an external 
magnetic field is applied, the easy axis of magnetization 
and the magnetic moment rotate in response to the 
external field. The magnetization process of particles 
with uniaxial anisotropy is typically described by the 
Stoner-Wohlfarth model, which depicts this process as a 
balance between the Zeeman energy and anisotropy 
energy16): 

𝐸𝐸 = 𝐾𝐾u𝑉𝑉sin2𝜃𝜃 −𝑚𝑚𝐻𝐻effcos(𝜑𝜑 − 𝜃𝜃), (2)  

where 𝑚𝑚, 𝐻𝐻eff, and 𝜑𝜑 denote the moment of the particle, 
the intensity of the effective field, and the angle between 
the easy axis and the direction of 𝐻𝐻eff, respectively. The 
effective field 𝐻𝐻eff = 𝐻𝐻dip + 𝐻𝐻app  comprises the dipole 
field 𝐻𝐻dip and the applied magnetic field 𝐻𝐻app. 

The magnetization process of nanoparticles exhibiting 
superparamagnetism is described by the Langevin 
function, 

𝐿𝐿(𝜉𝜉) = coth(𝜉𝜉) − 1𝜉𝜉. (3)  

Here, 𝜉𝜉 is defined as 𝜉𝜉 = 𝜇𝜇0𝑚𝑚𝑚𝑚/𝑘𝑘B𝑇𝑇, where 𝜇𝜇0, 𝑘𝑘B, and 𝑇𝑇 
are the magnetic permeability of vacuum, Boltzmann 
constant, and absolute temperature, respectively. 

The rotation of the easy axis is influenced by thermal 
fluctuations, causing the easy axis to take a certain 
amount of time–the Brownian relaxation time–to reach 
the equilibrium position. This time depends on the 
viscosity of the ambient medium in which the particles 
are dispersed. Similarly, the rotation of the magnetic 
moment reaches equilibrium within the Néel relaxation 
time17,18). The ratio of the anisotropy energy to the 
thermal energy 𝜎𝜎 = 𝐾𝐾u𝑉𝑉/𝑘𝑘B𝑇𝑇  directly affects the Néel 
relaxation time 𝜏𝜏𝑁𝑁; thus the large volume and anisotropy 
lead to a transition to the ferromagnetic state. The 
magnetization of immobile nanoparticles in a solid 
sample is dominated only by the rotation of the magnetic 
moments, for which the Brownian eigenfunction can be 
used to estimate the Néel relaxation time19): 

𝜏𝜏N =

{ 
 
  
𝜏𝜏0√𝜋𝜋
2√𝜎𝜎

exp(𝜎𝜎) ,                                      𝜎𝜎 ≥ 1

𝜏𝜏0𝜎𝜎(1−
2
5𝜎𝜎 +

48
875𝜎𝜎

2)−1,               𝜎𝜎 ≪ 1
 (4)  

where 𝜏𝜏0 corresponds to the precession of the magnetic 
moment and can be estimated with the ferromagnetic 
resonance20). 𝜏𝜏0  is of the order of 10-9 to 10-11 s. The 
magnetic moment rotation resonates at the Néel 
relaxation frequency 𝑓𝑓N = (2π𝜏𝜏N)−1 . When an AC 
magnetic field is applied to a magnetic nanoparticle, its 
magnetic moment oscillates in response. This oscillation 

gradually fails to follow the change in the magnetic field, 
with the phase difference between the magnetic field and 
magnetization increasing with an increase of the AC field 
frequency until reaching a maximum at 𝑓𝑓 = 𝑓𝑓N . The 
reduction in the oscillation amplitude of the magnetic 
moment results in a continuous decrease in 
magnetization during this process. The Debye model 
generally describes the susceptibility spectra with 
relaxation type21) 

𝜒𝜒(𝜔𝜔) = 𝜒𝜒0
1 + 𝑖𝑖𝑖𝑖𝑖𝑖. (5)  

Here, 𝜏𝜏 = 𝜏𝜏N  is the relaxation time, 𝜔𝜔  is the angular 
frequency of the AC magnetic field, and 𝜒𝜒0  is the 
susceptibility under an applied magnetic field of low 
intensity. 

The real part 𝜒𝜒′ and imaginary part 𝜒𝜒′′  of the 
susceptibility correspond to the component of the 
magnetization oscillating with the AC magnetic field and 
the phase delay between the magnetization and AC 
magnetic field, respectively. They are described as 

𝜒𝜒′(𝜔𝜔) = 𝜒𝜒0
1 + (𝜔𝜔𝜏𝜏N)2

, (6)  

𝜒𝜒′′(𝜔𝜔) = 𝜒𝜒0(𝜔𝜔𝜏𝜏N)
1 + (𝜔𝜔𝜏𝜏N)2

. (7)  

Depending on the directions of the easy axis of the 
magnetic anisotropy and the AC magnetic field, 
susceptibility 𝜒𝜒 can be further divided into longitudinal 
and transverse susceptibility. For a sample with a 
random orientation of the easy axis, the two components 
define 𝜒𝜒 with a relationship22): 

𝜒𝜒(𝜔𝜔) = 13(𝜒𝜒∥(𝜔𝜔) + 2𝜒𝜒⊥(𝜔𝜔)). (8)  

While the longitudinal component 𝜒𝜒∥ corresponds to the 
reversal of the magnetization due to thermal fluctuations, 
the transverse component 𝜒𝜒⊥ corresponds to the 
alignment of moment along the internal effective field 
𝐻𝐻eff with precession. The magnetization dynamics can be 
described using the Landau–Lifshitz–Gilbert (LLG) 
equation23): 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = −𝛾𝛾𝛾𝛾 ×𝐻𝐻eff +

𝛼𝛼
𝑀𝑀s
𝑀𝑀 × 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 , (9)  

which includes gyromagnetic ratio γ, saturation 
magnetization 𝑀𝑀s  and damping factor α. The 
characteristics of the transverse component depend on 𝛼𝛼 
and evolve from a relaxation type to a resonance type 
with small 𝛼𝛼 . A low energy barrier 𝜎𝜎  results in a 
distribution of precession rate and also changes the 
susceptibility spectra. By substituting the Debye 
equation into the longitudinal component of Eq. 8, the 
following equation is obtained: 
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𝜒𝜒(𝜔𝜔) = 1
3(

𝜒𝜒∥
1 + 𝑖𝑖𝑖𝑖𝜏𝜏∥

+ 2𝜒𝜒⊥). (10)  

When the frequency of the AC magnetic field is lower 
than the precession frequency, the frequency dependence 
of the susceptibility is dominated by the longitudinal 
component. 
 

33..  EExxppeerriimmeennttss  

33..11  MMeeaassuurreemmeenntt  mmeetthhoodd  
The AC susceptibilities of the nanoparticle samples 

were measured using a frequency response analyzer 
(FRA51615, NF Corporation, Japan). The frequency 
range was from 100 Hz to 10 MHz. A detection coil was 
used to detect magnetization changes in the samples24). 
An AC magnetic field Hac with a magnitude of Hac = 0.1 
mT/μ0 was applied to the samples. 

The induced voltage V0 in the detection coil without an 
inserted sample is described as 

𝑉𝑉0(𝑡𝑡) = 𝑁𝑁𝑁𝑁𝑁𝑁𝜇𝜇0𝐻𝐻0 sin𝜔𝜔𝜔𝜔, (11)  

where 𝐻𝐻0, N, and S are the applied AC magnetic field 
intensity, number of turns, and cross-sectional area of 
the detection coil, respectively. The induced voltage Vs 
was measured when the sample was inserted into the 
detection coil. Vs is described using the relative 
permeability 𝜇𝜇r of the sample and a phase delay 𝛽𝛽, 

𝑉𝑉s(𝑡𝑡) = 𝑁𝑁𝑁𝑁𝑁𝑁𝜇𝜇r𝜇𝜇0𝐻𝐻0 sin(𝜔𝜔𝜔𝜔 − 𝛽𝛽). (12)  

The complex magnetic permeability 𝜇𝜇rc can be described 
by 𝜇𝜇rc0 and 𝛽𝛽 as follows: 

𝜇𝜇rc = 𝜇𝜇rc0(cos𝛽𝛽 − 𝑖𝑖sin𝛽𝛽). (13)  

The complex magnetic susceptibility can be described by  

𝜒𝜒 = 𝜒𝜒′ − 𝑖𝑖𝜒𝜒′′ = 𝜇𝜇rc − 1. (14)  

Thus, its real and the imaginary parts can be described 
as 

𝜒𝜒′ = 𝜇𝜇rc0cos𝛽𝛽 − 1, (15)  

𝜒𝜒′′ = 𝜇𝜇rc0𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, (16)  

respectively24), and the absolute value of 𝜒𝜒 is described 
as 

|𝜒𝜒| = √𝜒𝜒′2+𝜒𝜒′′2. (17)  

In this study, the induced voltage and phase delay were 
measured before and after inserting the samples, and the 
susceptibility spectra were obtained using the equations 
above. 

 
Static magnetization characteristics were measured 

using a vibrating sample magnetometer (VSM, Toei 
Industry Co., Ltd., Japan) at room temperature. The 
maximum intensity of the applied magnetic field was 5 
mT/μ0 or 1500 mT/μ0. 
 
33..22  SSaammpplleess  

Ferucarbotran (Meito Sangyo Co. Ltd., Japan) is the 
raw material for Resovist®, which contains carboxy 
dextran coated multi-core maghemite (γ-Fe2O3) and 
magnetite (Fe3O4) nanoparticles with a broadening 
magnetic moment distribution25). Ferucarbotran was 
mixed with epoxy resin and stirred to prepare solid-state 
samples containing immobile magnetic nanoparticles. In 
these solid samples, the easy axes of magnetic anisotropy 
are fixed, as shown in Fig. 1. “The random samples” were 
prepared as a result of solidification for eight hours after 
mixing in epoxy resin without applying any magnetic 
field. The iron weight density of these random samples 
was either 46 or 10 mgFe/mL. 

When a static magnetic field was applied to the sample 
during solidification, “the aligned samples” with an 
aligned orientation of the easy axes were obtained. The 
iron weight density of samples A1 and A2 was 46 
mgFe/mL, which were solidified in an applied magnetic 
field of 0.8 T/μ0 and 1 T/μ0, respectively. The iron weight 
density of sample A3 was 10 mgFe/mL, which was also 
solidified in an applied magnetic field of 0.8 T/μ0. For the 
samples A1, A2, and A3, the magnetization properties 
both parallel and perpendicular to the aligned easy axis 
orientation could be measured, which were denoted as 
“easy axis direction” and “hard axis direction,” 
respectively as shown in Fig. 1. The sample specifications 
are summarized in Table 1. In this study, we assumed 
that the anisotropy of the particles in the samples was 
uniaxial26). 
 

44..  RReessuullttss  aanndd  ddiissccuussssiioonn  

44..11  SSttaattiicc  mmaaggnneettiizzaattiioonn  cchhaarraacctteerriissttiiccss  
The static magnetization characteristics of the samples, 

 
FFiigg..  11  Schematics of solid-state samples containing 
magnetic nanoparticles. (a) Random sample with 
random directions of easy axis of magnetic anisotropy. 
(b) Aligned sample with aligned orientation of easy 
axis, which can be measured along the easy and hard 
axis directions. 
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TTaabbllee  11 Equivalent iron concentration and applied 
magnetic field intensity during solidification of aligned 
samples: A1, A2, and A3 and random samples: R1 and R2. 

 
normalized by the saturation magnetization, are shown 
in Fig. 2(a). The saturation magnetization was calculated 
from the major magnetization curves measured under an 
applied magnetic field up to 1500 mT/μ0 by fitting the 
Langevin function. Figure 2(a) shows the magnetization 
curves of the aligned samples A1, A2, and A3 measured 
along their easy and hard axes. The figure also shows the 
magnetization curves of random samples R1 and R2 to 
compare the magnetization properties between random 
and aligned easy-axis samples with the same iron 
concentration. 

Random samples R1 and R2 exhibited 
superparamagnetic features with no coercivity. The 
magnetizations along the easy axes of A1, A2, and A3 
were greater than those of the random samples. The 
magnetizations of the samples with uniaxial anisotropy 
tended to align along the easy axis of magnetization. The 

magnetizations along the hard axis were smaller than 
those of random samples.  

Figure 2(b) shows the minor magnetization curves of 
A1, A2, and A3 measured under an applied magnetic field 
up to 5 mT/μ0. The aligned samples exhibit coercivity 
along the easy axis direction, as shown in Figs 2(a) and 
2(b), which are attributed to the stable magnetic moment 
along the easy axes of the magnetization anisotropy6),25). 
The increasing degree of the easy-axis orientation 
increased the dipole field from neighboring particles, 
thereby enhancing the contribution of the magnetization 
anisotropy of the samples27). The magnetic moment 
overcomes the anisotropy energy and flips 
perpendicularly to the easy axis of the particles, resulting 
in a lower magnetization along the hard axis direction of 
the aligned samples than that of the random samples. 

We quantified the degree of easy axis alignment28) by 
using the following equation: 

𝑅𝑅M = 𝑀𝑀ani
𝑀𝑀ran

. (18)  

Here, 𝑀𝑀ani denotes the difference of the magnetizations 
along the easy and hard axes directions of the aligned 
sample, and 𝑀𝑀ran  is the magnetization of the random 
sample with the same iron concentration. We used the 
magnetization values at the applied field intensity at 5 
mT/μ0 of the major magnetization curves shown in Fig. 
2(a) for 𝑀𝑀ani and 𝑀𝑀ran. 

Figure 3 shows the difference between the energy ∆𝐸𝐸a 
along the easy and hard axes directions of the aligned 
sample as a function of the degree of easy axis alignment,  

Samples A1 A2 A3 R1 R2 

Equivalent iron 
concentration 

(mgFe/mL) 
46 46 10 46 10 

Magnetic field 
intensity for 
alignment 

(T/μ0) 
0.8 1.0 0.8 — — 

 
FFiigg..  22  (a) Major and (b) minor magnetization curves of static magnetization properties of the samples. The maximum 
intensities of the applied magnetic field were 1500 mT/μ0 and 5 mT/μ0, respectively. 
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∆𝐸𝐸a is calculated from the major magnetization curves 
using the following equation: 

where Measy and Mhard, are the magnetization along the 
easy- and hard-axis directions, respectively, and 𝐻𝐻app is 
the applied magnetic field intensity. A monotonic 
dependence of ∆𝐸𝐸a on 𝑅𝑅M is observed as shown in Fig. 3.  
𝑅𝑅M of A3 with the lower iron concentration was greater 

than that of A1 and A2. This was because of the reduced 
dipole interaction between the magnetic nanoparticles in 
the sample with a lower iron concentration, allowing the 
particles to rotate more and align in the direction of the 
applied magnetic field. 𝑅𝑅M of A2 was greater than that 
of A1, which was attributed to a larger applied field 
intensity during the solidification of A2. 
 

  
44..22  AACC  ssuusscceeppttiibbiilliittyy  ooff  rraannddoomm  ssaammpplleess  

The complex AC susceptibility spectra measured using 
random samples are shown in Fig. 4. Because the 
measured samples consisted of the same magnetic 
nanoparticles, the susceptibility was normalized by the 
iron weights of the samples. Typical characteristics of 
Debye relaxation were not observed in the measured 
frequency range up to 10 MHz. However, the real parts 
of the AC susceptibility originating from the 
magnetization component oscillating with the applied 
alternating magnetic field decreased. The nonzero values 
of the imaginary part suggest a phase delay in the 
magnetization rotation with respect to the applied 
magnetic field. This behavior was attributed to the Néel 
relaxation of the effective magnetic moments with a wide 
distribution of activation energies in the samples. The 
susceptibility spectra were fitted using a log-normal 
distribution of the activation energy ratios 𝜎𝜎6): 

where 𝑎𝑎  and 𝑏𝑏  denote standard deviation and mean, 
respectively. The Néel relaxation time 𝜏𝜏N is calculated 
by Eq. (4). Eqs. (6) and (7) can be derived as 

𝜒𝜒′(𝜔𝜔) = ∫ 𝜒𝜒0𝜌𝜌(𝜏𝜏N)
1 + (𝜔𝜔𝜏𝜏N)2

+𝜒𝜒∞𝑑𝑑𝜏𝜏N, (21)  

 
FFiigg..  33  Difference between the energy ∆𝐸𝐸a along the 
easy and hard axis directions of the aligned sample as 
a function of the degree of easy axis alignment 𝑅𝑅M.  

∆𝐸𝐸a = 𝜇𝜇0∫(𝑀𝑀easy − 𝑀𝑀hard)𝑑𝑑𝐻𝐻app, (19)  

 
FFiigg..  44  Frequency-dependent complex susceptibility of 
the random samples; the measurement data (open 
circles) and fitted lines were obtained using Eqs. (21) 
and (22) (solid lines). 

 
FFiigg..  55  Frequency dependence of the complex 
susceptibility of the aligned samples; the 
measurement data (open circles) and fitted lines were 
obtained using Eqs. (21) and (22) (solid lines). 
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𝜒𝜒′′(𝜔𝜔) = ∫ 𝜒𝜒0𝜌𝜌(𝜏𝜏N)𝜔𝜔𝜏𝜏N
1 + (𝜔𝜔𝜏𝜏N)2 𝑑𝑑𝜏𝜏N. (22)  

Here, 𝜒𝜒∞  is the susceptibility at a sufficiently high 
frequency, which can be approximated as zero. The 
weighted averages of activation energy ratios 𝜎𝜎 of the 
samples R1 of 46 mgFe/mL and R2 of 10 mgFe/mL in the 
measured frequency region were 7.86 and 8.21, 
respectively, which were consistent with a previous 
analysis based on the effective core model in an almost 
field-free environment6). 
 
44..33  AACC  ssuusscceeppttiibbiilliittyy  ooff  aalliiggnneedd  ssaammpplleess 

The real and imaginary components of the AC 
susceptibility for aligned samples A1, A2, and A3 are 
shown in Fig. 5. Similar to random samples, no apparent 
peaks appeared in the imaginary components. Because of 
the tendency of the magnetic moments to align along the 
easy axis, the magnetization along the easy axis was 
evidently greater than that along the hard axis. The real 
parts decrease to small values in the high-frequency 
region, indicating that a significant proportion of the 
magnetic moments are effectively unable to rotate during 
the observation time. Consequently, the longitudinal 
components were small in the high-frequency region, 
whereas the transverse components remained large. In 
contrast, the apparent magnetic susceptibility in the 
hard-axis direction was mainly dominated by the 

transverse component15). Because the precession of 
magnetic moments typically occurs in the GHz range, the 
imaginary components indicating the phase delay of the 
magnetic moment rotation in the frequency range of this 
experiment are negligible29,30). The decrease in the real 
parts also suggests a distribution in the easy-axis 
direction32). 

Among samples A1 and A2, which contain the same 
iron concentration, A2—with a larger degree of easy axis 
alignment—exhibited a slightly larger real part of the 
susceptibility in the easy axis direction than A1 in the 
low-frequency region. Consequently, the longitudinal 
component of the susceptibility of A2 in the hard-axis 
direction was smaller than that of A1, which can be 
observed as a slight difference in the imaginary 
components of these samples. 
 
44..44  AAccttiivvaattiioonn  eenneerrggyy  ddeeppeennddiinngg  oonn  eeaassyy  aaxxiiss  aalliiggnnmmeenntt 

The frequency-dependent susceptibility spectra 
indicate the transition of the effective dynamics of the 
magnetic moments from longitudinal to transverse 
modes. Figure 6 shows the absolute values of the 
susceptibilities of aligned samples A1, A2, and A3. We 
estimated the susceptibilities with random orientations 
of the easy axis from the measured results of the aligned 
samples using Eq. (8), as indicated by the green dotted 
lines in the figure. These calculated values agree with the 
measured susceptibilities of the random samples. 

Sample A3, with a higher degree of easy axis alignment, 
exhibited larger magnetization along the easy axis 
direction, as shown in Fig. 5, owing to the smaller 
angular distribution of the easy axes. This resulted in a 
larger susceptibility along the easy-axis direction and a 
rapid decrease in its frequency-dependent spectra, as 
shown in Fig. 6, indicating more longitudinal modes in 
the easy-axis direction. In contrast, the susceptibility 
along the hard axis direction reflects a transverse mode 
that remains extremely small and constant. 

In this study, we define the difference in the 
susceptibilities, ∆𝜒𝜒 = 𝜒𝜒max − 𝜒𝜒min to evaluate the degree 
of alignment of the easy axis, where  𝜒𝜒max  and 𝜒𝜒min 
denote the absolute values of susceptibilities at 100 Hz 

 
FFiigg..  66  Absolute values of susceptibility; the 
measurement data (open circles) and fitted lines were 
obtained by using Eqs. (21) and (22) (solid lines), and 
calculated values were obtained using Eq. (8) (dashed 
lines). 

 
FFiigg..  77 Relationship between the weighted average of 
the activation energy ratio 𝜎𝜎 and the susceptibility 
difference ∆𝜒𝜒. 
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and 10 MHz. Figure 7 shows the dependence of the 
weighted average of activation energy ratios 𝜎𝜎 on ∆𝜒𝜒. 
∆𝜒𝜒 calculated from the susceptibilities along the easy 
axis was higher than that along the hard axis. The 
activation energy ratios 𝜎𝜎  of all the samples were 
significantly larger than 1 due to intrinsic dipole 
interaction 6), which indicates that the anisotropy energy 
is considerably larger than the thermal energy. Thus, the 
effect of thermal fluctuations is negligible when 
estimating the energy difference in section 4.1. The 
activation energy ratios 𝜎𝜎 were proportional to ∆𝜒𝜒. The 
average activation energy ratios 𝜎𝜎 and the difference in 
the magnetic susceptibility ∆𝜒𝜒 were derived from the 
same fitting results of the experimental data, which 
indicate the degree of alignment and show a consistency. 
𝜎𝜎 along the easy axis was greater than that along the 
hard axis, and 𝜎𝜎  for the random samples was 
intermediate to those along the easy and hard axes of the 
aligned samples. This is because the magnetic moments 
overcome the anisotropy energy of the easy axis using 
thermal energy to rotate in response to an applied 
magnetic field. As for the easy axis, 𝜎𝜎 increased with 
increasing ∆𝜒𝜒 for the aligned samples of A1, A2, and A3.  

This originates from the smaller angle distribution of 
the aligned easy axis and indicates that the susceptibility 
is predominantly determined by the thermal relaxation 
of the magnetization rotation. Moreover, the anisotropy 
energy dominates the activation energy ratios 𝜎𝜎 in the 
applied magnetic field of 0.1 mT, wherein the 
contribution of the Zeeman energy is negligible. For the 
samples measured in this experiment, the dipole field 
𝐻𝐻dip from the neighboring particles was not negligible. 
The increasing degree of alignment of the easy axis 
increased the contribution of 𝐻𝐻dip  from neighboring 
particles, enhanced the anisotropy, and resulted in a 
large 𝜎𝜎. In contrast, the magnetic moments rotated by a 
small angle in response to the magnetic field applied in 
the hard axis direction of the aligned samples. 𝜎𝜎 was 
small because it was not affected by the anisotropy 
energy. Owing to the small angle between the directions 
of the hard axis and the applied AC magnetic field, the 
longitudinal component of susceptibility was small. As 
indicated by Eq. (4), the Néel relaxation time depends on 
activation energy. These measurement results agree 
with the analysis of the differences in Néel relaxation 
times depending on the easy axis alignment31). 
 

55..  SSuummmmaarryy  
The complex susceptibilities of magnetic nanoparticles 

exhibiting superparamagnetic features were studied. We 
measured the magnetization properties of solid-state 
samples containing magnetic nanoparticles with random 
and aligned easy magnetization axes. The results verified 
the differences in susceptibility between the aligned and 
randomly oriented samples, supporting a model that 
separates the longitudinal and transverse modes of 
susceptibility. In our study, because of the alignment 
distribution of the easy axis of magnetization, both 
modes were observable in both directions of the sample. 
However, as the degree of alignment of the easy axes 
increased, the separation between the longitudinal and 
transverse susceptibility modes became more apparent. 
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